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PhD Position F/M IA-based automated detection and
behavior analysis among piglets

Type de contrat : Fixed-term contract
Niveau de diplome exigé : Graduate degree or equivalent
Fonction : PhD Position

Niveau d'expérience souhaité : Recently graduated

A propos du centre ou de la direction fonctionnelle

The Inria Centre at Rennes University is one of Inria's eight centres and has more than thirty research
teams. The Inria Centre is a major and recognized player in the field of digital sciences. It is at the heart of
arich R&D and innovation ecosystem: highly innovative PMEs, large industrial groups, competitiveness
clusters, research and higher education players, laboratories of excellence, technological research
institute, etc.

Contexte et atouts du poste

The proposed subject is part of the PEPR project WAIT4 on animal welfare, which goal is to use Artificial
Intelligence and new technologies for tracking behavioral or physiological indicators of welfare in farm
animals facing challenges of the agro-ecological transition. Animal welfare is a key agro-ecological
process to be optimized for livestock production. The subject focuses on Automated behavior analysis
(ABA, also called computational ethology) which is the use of technology to detect and observe the
behavior of animals in ways that require minimal human labor. It results from a collaboration between
INRIA, for the computer science aspects, and the INRAE Brittany-Normandy centre which is a major
player in the development of agricultural and agrifood systems in the Grand Ouest region and will
provide data and expertise in animal behavior analysis.

Mission confiée

Context

Behavior monitoring is crucial for the assessment of the welfare and emotional states of farm animals,
such as pigs and cattle. Particularly, social behaviors, which are strongly influenced by husbandry
practices, are considered a major determinant of animal welfare on farm. For example, in pigs, social
mixing at weaning is often associated with increased levels of aggression, which can induce stress and
lead to severe injuries. Conversely, social play occurs mainly when optimal housing and social conditions
are met, and is thus considered a behavioral indicator of positive affective states in juvenile pigs.

In line with the development of precision livestock farming, modern farms are often equipped with video
cameras which allow to continuously monitor behavior of animals. However, manual observations of
animal behavior on video images, and social behavior in particular, is time-consuming and labor-
intensive, and thus difficult or impossible to apply on farms. Consequently, in the recent years, several
computer-vision automatic systems have been developed to automatically detect a wide range of
behaviors, including body postures, locomotion or social behavior, of farm animals such as pigs and
cattle (see [10] for a review).

The primary objective of animal behavior analysis is to identify every instance of a specific behavior
within avideo and determine its precise spatial and temporal localization. Over the last few years, there
has been a surge in deep learning approaches for behavioral analysis, including segmentation,
identification, and pose estimation [2]. Multiple Object Tracking techniques are also used, which enable
the tracking and analysis of individual animals within a group. However, when used for animal behavior
analysis, these methods face several challenges and issues. Interactions and group dynamics further
complicate the tracking process. Animals’ behaviors and movements within a group are often complex
and dynamic, making it challenging to identify and track individual animals. This complexity can result in
incomplete or inaccurate tracking data.

Despite the progress of these computer vision techniques, the direct recognition of behavior itself, has
been more rarely addressed. Classifying animal behavior has lagged behind that of humans. Animal
behavior inference tends to be harder because human actions are more recognizable, and most
challenges in the human domain focus on classifying short videos rather than long-running recordings
as in animal observation. Another limiting factor is the limited number of publicly available animal
observation datasets and the high cost associated with obtaining a large number of labeled datasets.
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Mission

The PhD objective is to measure the social interactions and the occurrence of fights vs positive social
contacts, such as social play, between piglets before and after weaning to assess emotional states of
piglets, based on video recordings of piglets provided by INRAE. The proposed methods will rely on
computer vision and machine learning fields. This requires solving a number of problems.

* Behavior characterization. In most current computational tools for behavioral quantification,
identifying a given behavior relies largely on tracking a few "high-level” properties such as the position
of body parts in space (poses) and their speed of motion. Thus, data-rich videos and complex movements
are simplified to skeletons and relative positions in space of body parts. While tracking these high-level
properties is useful, relying on them to identify a given behavior has its limitations. Firstly, the limited
number of high-level properties does not necessarily represent the information needed to capture the
complexity of animal behavior. The use of high-level properties is likely to result in a significant loss of
information, making the identification of behavior less precise. The aim is therefore to study which
properties can be extracted or learned to define and discriminate a behavior.

* Modelling interaction. The behaviors studied in this thesis are not the behaviors of a single animal, but
result from the interaction between several animals, which adds complexity. In addition, multiple
animals may perform different behaviors. It is obvious that when modeling social dynamics,
observations must necessarily involve several individuals. The method developed should be able to
perform an automated classification of the behavior of individual piglets and not just the behavior of the
group as a whole, as in most research. The key problem here is to identify individuals, capture the
temporal aspect of the individual's behavior, and model interaction and interdependence with its
companions.

* Data scarcity. The scarcity of available labeled data poses significant challenge. Not only are training
data few but behavior events are short-lasting and occur sporadically. Most likely, the approach will rely
on models developed in other contexts (involving humans or other animals) and propose effective
methods for knowledge transfer and few-shot learning.

* Multimodality. An original aspect of the proposed approach will be to take into account the audio
information available in the video recording. The aim is to study whether vocalizations can be associated
with behaviors, and whether sound characteristics can help visual analysis. The difficulty lies in the fact
that sound is recorded globally, and it is difficult to associate it with a particular animal or activity, if
several different behaviors are taking place simultaneously. This also requires the development of a
multi-modal architecture.
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Principales activités



« Bibliography study on existing methods for Automated behavior analysis based on visual data

o Analyze and process video recordings of piglets to extract relevant information for an interaction
model

« Develop an IA-based method for piglet behavior classification based on raw video frames

« Expand the approach in a multi-modal setting that integrate audio information

« Scientific publications, present the work to various scientific community

Compétences

Master in Computer Sciences, with proficiency in python and its libraries for deep learning
General background in computer vision and machine learning

Understanding of deep learning methodologies and techniques;

Proficiency in data handling, particularly in video processing

Good communication skills in oral and written English

Avantages

Subsidized meals

Partial reimbursement of public transport costs

Possibility of teleworking (90 days per year) and flexible organization of working hours
Partial payment of insurance costs

Rémunération

Monthly gross salary amounting to 2100 euros for the first and second years and 2190 euros for the third
year

Informations générales

« Théme/Domaine :Vision, perception and multimedia interpretation
Scientific computing (BAP E)

Ville : Rennes

Centre Inria:Centre Inria de ['Université de Rennes

Date de prise de fonction souhaitée :2024-09-01

Durée de contrat:3 years

Date limite pour postuler :2024-05-31

Contacts

« Equipe Inria:LINKMEDIA
o Directeur de thése:

Kijak Ewa / Ewa.Kijak@irisa.fr
A propos d'Inria

Inria est l'institut national de recherche dédié aux sciences et technologies du numérique. Il emploie
2600 personnes. Ses 215 équipes-projets agiles, en général communes avec des partenaires
académiques, impliquent plus de 3900 scientifiques pour relever les défis du numérique, souvent a
linterface d'autres disciplines. L'institut fait appel a de nombreux talents dans plus d’une quarantaine de
métiers différents. 900 personnels d'appui a la recherche et a 'innovation contribuent a faire émerger et
grandir des projets scientifiques ou entrepreneuriaux qui impactent le monde. Inria travaille avec de
nombreuses entreprises et a accompagné la création de plus de 200 start-up. L'institut s'efforce ainsi de
répondre aux enjeux de la transformation numérique de la science, de la société et de 'économie.

L'essentiel pour réussir

Application

Candidates are invited to submit a clear CV together with:

« aletter detailing their education, career path, experience (internships, etc.), and explaining how
they match the profile sought

« their Master's transcripts (list of marks, even preliminary)

o recommandation letters are an asset

Attention: Les candidatures doivent étre déposées en ligne sur le site Inria. Le traitement des
candidatures adressées par d'autres canaux n'est pas garanti.

Consignes pour postuler

Please submit online : your resume, cover letter and letters of recommendation eventually


http://www.inria.fr/centre/rennes
https://www.inria.fr/equipes/LINKMEDIA
mailto:Ewa.Kijak@irisa.fr

Sécurité défense:

Ce poste est susceptible d'étre affecté dans une zone a régime restrictif (ZRR), telle que définie dans le
décret n°2011-1425 relatif a la protection du potentiel scientifique et technique de la nation (PPST).
L'autorisation d'accés a une zone est délivrée par le chef d’établissement, aprés avis ministériel favorable,
tel que défini dans l'arrété du 03 juillet 2012, relatif a la PPST. Un avis ministériel défavorable pour un
poste affecté dans une ZRR aurait pour conséquence l'annulation du recrutement.

Politique de recrutement:

Dans le cadre de sa politique diversité, tous les postes Inria sont accessibles aux personnes en situation
de handicap.



	Offre n°2024-07266
	PhD Position F/M IA-based automated detection and behavior analysis among piglets
	A propos du centre ou de la direction fonctionnelle
	Contexte et atouts du poste
	Mission confiée

	Context
	Mission
	Principales activités
	Compétences
	Avantages
	Rémunération
	Informations générales
	Contacts
	A propos d'Inria
	L'essentiel pour réussir

	Application
	Consignes pour postuler


