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Post-Doctoral Research Visit F/M From
Al auditsto Al security: an information
gain hierarchy

Typedecontrat : Fixed-term contract
Niveau de dipldme exigé: PhD or equivaent

Fonction : Post-Doctoral Research Visit
A propos du centre ou dela direction fonctionnelle

The Inria Centre at Rennes University is one of Inria’s nine centres and has more
than thirty research teams. The Inria Centre is amajor and recognized player in the
field of digital sciences. It is at the heart of arich R&D and innovation ecosystem:
highly innovative PMEs, large industrial groups, competitiveness clusters, research
and higher education players, laboratories of excellence, technological research
institute, etc.

Contexte et atouts du poste

Al-based models are now core to awide range of applications,
including highly critical ones. The stakes are considerable for
companies or institutions deploying them, as their training amounts to
up to abillion dollars (e.g. for the training of ChatGPT). This

clearly callsfor defending them against attacks, like

copy/extraction. In parallel, institutions such as state regulators

have to ensure that these models operate according to law, in
particular with regards to possible discrimination [1]. Researchers
are then tasked to provide algorithms to auditors for ng
important metrics regarding deployed Al-based models. In such
black-box audits, where an auditor has no access to the remotely
operated model'sinternals, the goal isto stealthily (i.e. with afew
gueries only) estimate some metrics, such asfairness[6].
Interestingly, and this has not yet been mentioned in the literature,
thisaudit setup is very close to offensive information gain, from a
conceptual standpoint. Indeed, potential attackers are incentivized to
try and leak information out of deployed models [4,10]. Motivations
range from economic intelligence, obtaining implementation details, to
simply avoiding development costs by copying deployed models. An
auditor isinterested in stealthy model observation [3], to avoid
disrupting the audited model by using too many queries. Identically,
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an attacker also desire stealthiness, here to avoid being detected and
cut off. In particular, auditors generally want to obtain precise
property estimation, yet confined to a single feature

(e.g. male/female fairness), while attackers aim at having a global
picture of the model (for basic copy, or evading some parameter

set). Thus, there is an avenue to devise offensive methods in between
stealthy audits and global attacks, to try and leak novel model
characteristics. The ambition of our group isto bridge the gap
between these two critical setups: legal auditing and offensive
security, in the domain of modern deployed Al models. From this unique
standpoint, and from the body of work in the field of Al auditing, we
expect to find new insights for attacking and defending deployed Al
models, by finding novel angles. For instance, we proposed a unified
way to approach model fingerprinting [2] that is of interest for an
auditor to guess which model she is observing on a platform; we
conjecture that leveraging such an approach to measure the evolution
in time of such amodel (does the model changes due to updates?) is of
core interest for an attacker, as she can derive what is at play at

the company hosting this model. This could provide ground for the
attacker for economic intelligence, while leaking some precious
information that has to be defended by the attacked company.

Mission confiée

e Research
e Working with Ph.D. students from the group

Principales activites

A striking remark when looking at the current types of attacks on Al
modelsistheir quantity and apparent independence (see [10] Fig. 3):
each istreated as a separate domain. In addition to this list of

attacks, we claim that an audit may be viewed as the leak of afeature
from a production model, and must be considered as a potential threat.
In that light, clarificationsin the relation between these attacks

might come from a systematic study of how they relate with regards to
the setup they operate in, versus the information gain they permit. We
propose to work on a hierarchy of attacks, that will uncover the
smallest attacks (in terms of assumptions and scope) and how they
might be composed into larger attacks, and so on. This hierarchy will
reveal unexplored configurations, where several simple attacks will be
combined to build richer attacks. This hierarchy will provide the
missing link between audits and Al security, bridging thetwoin a
formal way. The postdoc candidate will leverage algorithmic
background, to devise ahierarchy, in a parallel to the Herlihy
hierarchy in algorithms. We intend to use the notion of
"distinguishability” [14] as a hierarchy backbone (to assessif an
attack leaks data permitting strong or weak distinguishability of
models). In particular, the field of "property testing” will be



related to this hierarchy.
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Compétences

Advanced machine learning background, and theory of machine learning
Python coding skills for experiments (if required)

A good publication track record is mandatory

Fluency in English is mandatory



Avantages

e Subsidized meals

e Partial reimbursement of public transport costs

e Leave: 7 weeks of annual leave + 10 extra days off dueto RTT (statutory
reduction in working hours) + possibility of exceptional leave (sick children,
moving home, etc.)

e Possibility of teleworking (after 6 months of employment) and flexible
organization of working hours

¢ Professional equipment available (videoconferencing, loan of computer
equipment, etc.)

e Social, cultural and sports events and activities

e Accessto vocationa training

e Social security coverage

Rémunér ation

Monthly gross salary amounting to 2788 euros

| nfor mations générales

Theme/Domaine : Optimization, machine learning and statistical methods
Statistics (Big data) (BAP E)

Ville: Rennes

Centrelnria: Centrelnriadel'Université de Rennes

Date de prise de fonction souhaitée : 2025-10-01

Duréedecontrat : 1 year, 5 months

Date limite pour postuler : 2025-09-21

cContacts

e Equipelnria: ARTISHAU
e Recruteur :
Le Merrer Erwan / erwan.le-merrer@inria.fr

A proposd'lnria
Inriaest I'institut national de recherche dédié aux sciences et technol ogies du
numeérique. 11 emploie 2600 personnes. Ses 215 équipes-projets agiles, en général
communes avec des partenaires académiques, impliquent plus de 3900
scientifiques pour relever les défis du numérique, souvent al’ interface d’ autres
disciplines. L’institut fait appel a de nombreux talents dans plus d' une quarantaine
de métiers différents. 900 personnels d' appui alarecherche et al’innovation
contribuent afaire émerger et grandir des projets scientifiques ou entrepreneuriaux
qui impactent le monde. Inriatravaille avec de nombreuses entreprises et a
accompagné la création de plus de 200 start-up. L'institut Se?orce ainsi de
répondre aux enjeux de la transformation numérigue de la science, de la société et
de |'économie.


http://www.inria.fr/centre/rennes
https://www.inria.fr/equipes/ARTISHAU
mailto:erwan.le-merrer@inria.fr

Attention: Les candidatures doivent étre déposées en ligne sur le site Inria. Le
traitement des candidatures adressées par d'autres canaux n'est pas garanti.

Consignes pour postuler

Please submit online : your resume, cover letter and letters of recommendation
eventually

Sécurité défense:

Ce poste est susceptible d’ étre affecté dans une zone arégime restrictif (ZRR), telle
que définie dans le décret n°2011-1425 relatif ala protection du potentiel
scientifique et technique de la nation (PPST). L’ autorisation d’ accés a une zone est
délivrée par le chef d’ établissement, aprés avis ministériel favorable, tel que défini
dans|’arrété du 03 juillet 2012, relatif alaPPST. Un avis ministériel défavorable
pour un poste affecté dans une ZRR aurait pour conséquence I’ annulation du
recrutement.

Politique derecrutement :
Dans le cadre de sa politique diversité, tous les postes I nria sont accessibles aux
personnes en situation de handicap.



