### General Information

- **Theme/Domain**: Proofs and Verification
- **Town/city**: Villers-lès-Nancy
- **Inria Center**: CRI Nancy - Grand Est
- **Starting date**: 2018-11-01
- **Duration of contract**: 1 year, 4 months
- **Deadline to apply**: 2018-06-06

### Contacts

- **Inria Team**: VERIDIS
- **Recruiter**: Merz Stephan / stephan.merz@loria.fr

### The keys to success

**Skills and profile**

Required qualification: Candidates must have obtained a PhD in computer science on September 1, 2016 or later, and prior to the date of the start of the post-doctoral research. Candidates who are still preparing their PhD at the date of the application are expected to indicate the date of the PhD defense and the composition of the PhD committee.

### Conditions for application

**Defence Security**:

This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating to the protection of national scientific and technical potential (PPST). Authorisation to enter an area is granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated in a ZRR would result in the cancellation of the appointment.

**Recruitment Policy**:

As part of its diversity policy, all Inria positions are accessible to people with disabilities.

---

### Assignment

#### Scientific context

The recent evolutions of High Performance Computing platforms (multicore and NUMA architectures, accelerators such as GPUs or Xeon Phi, complex interconnection networks etc.) have broken the traditional uniform parallel programming model. Hence, to exploit these new architectures, application developers have no other choice but to make their applications very adaptive and to remove synchronizations as much as possible. To cope with resource heterogeneity and complex topologies, they also come up with over-sophisticated data management, scheduling, and load balancing strategies. This shift has two consequences. First, parallel programming has always been recognized as being much more complicated than sequential programming, and the need to resort to complex scheduling or communications strategies and to loosen synchronizations makes it even more error-prone. The resulting bugs occur almost never at small scale but quite frequently and in ways that are extremely hard to reproduce at large scale, which makes them particularly difficult to track down and remove. Second, the ever-growing complexity of software and hardware makes the understanding of their performance almost impossible. There are now dozens and dozens of layers with complex interactions that can be used to optimize performance. Correctly configuring such systems has becomes a nightmare even for experts.

SimGrid [1] is a software platform that provides models and APIs for simulating distributed systems; it has been shown capable of computing precise performance estimates for distributed programs running on various execution platforms. SimGrid also contains a model checking component [2] for dynamically verifying system correctness. This component aims at exhaustively verifying the possible system executions, even those that are unlikely to occur in practice, and thus at detecting so-called “Heisenbugs” that are extremely difficult to reproduce.

The main limitation of model checking as it is currently implemented in SimGrid is the so called “combinatorial explosion” problem that makes verification feasible only for small instances of systems. Moreover, knowing that some execution exists that violates a correctness property is sometimes not interesting. For example, in a large-scale system, some messages transmissions can be delayed and for such systems, even a 200ms delay (the typical TCP timeout) can have dramatic consequences in terms of performance as one processor being blocked can result in many others stopping as well, waiting for this processor's data to go on with their own computation. Instead of declaring that such an execution is possible, it would be more interesting if one could analyze the likelihood that it actually occurs. Doing so requires introducing probabilities in the system description, for example, on transmission delays. While probabilistic model checkers exist (e.g., [3]) and can in
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**Environment of the position**

The post-doctoral researcher will be hosted by the VeriDis research group ([http://veridis.loria.fr/](http://veridis.loria.fr/)) of Inria Nancy Grand Est and LORIA and will interact with the teams MEXiCo ([https://www.inria.fr/en/teams/mexico](https://www.inria.fr/en/teams/mexico)) of Inria Saclay and LSV and MYRIADS ([http://www.inria.fr/myriads/](http://www.inria.fr/myriads/)) of Inria Rennes Bretagne Atlantique and IRISA. The objective of the VeriDis team is to contribute research on the modeling and verification of distributed algorithms and systems. VeriDis contributed to the existing model checker within SimGrid [2]. We intend to intensify our involvement in making formal verification techniques available to “real-world” programmers, and we believe that the combination of statistical model checking and simulation for performance evaluation will be fruitful. The statistical model checker COSMOS has been developed mainly by the team MEXiCo whose members are experts in probabilistic systems and their verification. The MYRIADS team is specialized in designing and implementing systems and environments for autonomous service and resource management. It hosts core SimGrid contributors.
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**Assignment**

---

**Scientific context**

The recent evolutions of High Performance Computing platforms (multicore and NUMA architectures, accelerators such as GPUs or Xeon Phi, complex interconnection networks etc.) have broken the traditional uniform parallel programming model. Hence, to exploit these new architectures, application developers have no other choice but to make their applications very adaptive and to remove synchronizations as much as possible. To cope with resource heterogeneity and complex topologies, they also come up with over-sophisticated data management, scheduling, and load balancing strategies. This shift has two consequences. First, parallel programming has always been recognized as being much more complicated than sequential programming, and the need to resort to complex scheduling or communications strategies and to loosen synchronizations makes it even more error-prone. The resulting bugs occur almost never at small scale but quite frequently and in ways that are extremely hard to reproduce at large scale, which makes them particularly difficult to track down and remove. Second, the ever-growing complexity of software and hardware makes the understanding of their performance almost impossible. There are now dozens and dozens of layers with complex interactions that can be used to optimize performance. Correctly configuring such systems has becomes a nightmare even for experts.

SimGrid [1] is a software platform that provides models and APIs for simulating distributed systems; it has been shown capable of computing precise performance estimates for distributed programs running on various execution platforms. SimGrid also contains a model checking component [2] for dynamically verifying system correctness. This component aims at exhaustively verifying the possible system executions, even those that are unlikely to occur in practice, and thus at detecting so-called “Heisenbugs” that are extremely difficult to reproduce.

The main limitation of model checking as it is currently implemented in SimGrid is the so called “combinatorial explosion” problem that makes verification feasible only for small instances of systems. Moreover, knowing that some execution exists that violates a correctness property is sometimes not interesting. For example, in a large-scale system, some messages transmissions can be delayed and for such systems, even a 200ms delay (the typical TCP timeout) can have dramatic consequences in terms of performance as one processor being blocked can result in many others stopping as well, waiting for this processor's data to go on with their own computation. Instead of declaring that such an execution is possible, it would be more interesting if one could analyze the likelihood that it actually occurs. Doing so requires introducing probabilities in the system description, for example, on transmission delays. While probabilistic model checkers exist (e.g., [3]) and can in
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**Warning**: you must enter your e-mail address in order to save your application to Inria. Applications must be submitted online on the Inria website. Processing of applications sent from other channels is not guaranteed.
principle be used for analyzing such systems, they require a formal model of the system rather than C code as in SimGrid, and they again suffer from the problem of combinatorial explosion.

Main activities

Project description

The objective of this project is to adapt and implement the technique of statistical model checking [4] within SimGrid. In this approach, instead of attempting to exhaustively compute all possible system behaviors, executions are sampled according to the probability distributions associated with the target execution platform in order to estimate the probability that a property is satisfied in the system. Beyond the analysis of Boolean properties, the same technique can provide estimates for other relevant measures such as the average number of messages in a communication buffer or the expected time for achieving a task. Such a capability would be a useful complement to the current possibilities of deterministic performance evaluation through simulation, by allowing for a range of behaviors instead of a precisely determined one. Because statistical model checking is based on sampling individual executions, there is no need to compute and store the entire state space of the system, and much more complex systems can be analyzed than what is possible using traditional (probabilistic) model checking techniques (see e.g. [5]).

The concrete objectives of this post-doctoral research proposal are listed below. The range of subjects that will actually be covered will be determined taking into account the interests of the candidate and will be adapted according to the progress of the work. The subject combines conceptual research and implementation tasks to make statistical model checking available to users of the SimGrid platform, for applications to real-life programs and platforms.

- Identify relevant probabilistic parameters and properties of interest supported by SimGrid.
- Implement a generic interface for performing statistical verification on top of SimGrid. A first experiment has been carried out within a master’s thesis and enables some simple analyses, using Simgrid as a black box. An interesting extension would be to follow the work done in COSMOS [5] to obtain and exploit information generated during the execution.
- Evaluate the scalability of the technique and the expressiveness of the extensions mentioned above by applying the approach to relevant examples that have already been implemented within SimGrid.
- Study a possible coupling with performance evaluation as traditionally performed within SimGrid.

Bibliography


Skills

We expect the candidate to be familiar with the following subjects:

- Solid knowledge on formal verification techniques, in particular model checking and/or runtime verification.
- Solid programming experience, in particular for system programming in C.
- Basic knowledge of probability theory and statistics.

We appreciate the willingness of the candidate to get involved in both conceptual research and in actual implementation of the model checking techniques within SimGrid. He or she should also be willing to visit the partner sites in Rennes and Paris.

Benefits package

- Subsidised catering service
- Partially-reimbursed public transport
- French courses

Remuneration

Salary: 2653€ gross/month