
Offer #2020-02348

PhD Position F/M Cifre On-line Deep Learning at Scale
for Numerical Simulation
Contract type : Fixed-term contract

Level of qualifications required : Graduate degree or equivalent

Fonction : PhD Position

Level of experience : Recently graduated

About the research centre or Inria department
reminder : the PhD candidate will spend about 2/3 of his time at EDF Lab Paris-Saclay and 1/3 at Inria
Grenoble (a full year at INRIA Grenoble and 2 at EDF Lab Saclay, or regular long stays at INRIA Grenoble).

 

EDF Lab Paris-Saclay is  EDF R&D main research center  (see https://www.edf.fr/en/the-edf-group/who-
we-are/activities/research-and-development) 

 

Grenoble Rhône-Alpes Research Center groups together a few less than 800 people in 39 research teams
and 8 research support departments. 

Staff is localized on 5 campuses in Grenoble and Lyon, in close collaboration with labs, research and
higher education institutions in Grenoble and Lyon, but also with the economic players in these areas. 

Present in the fields of software, high-performance computing, Internet of things, image and data, but
also simulation in oceanography and biology, it participates at the best level of international scientific
achievements and collaborations in both Europe and the rest of the world.

Context
The PhD candidate will spend about 2/3 of his time at EDF Lab Paris-Saclay and 1/3 at NRIA Grenoble (a
full year at INRIA Grenoble and 2 at EDF Lab Saclay, or regular long stays at INRIA Grenoble). EDF Lab
Paris-Saclay is  EDF R&D main research center  (see https://www.edf.fr/en/the-edf-group/who-we-
are/activities/research-and-development).

Hiring date is flexible. We expect to hire the candidate in September 2020, but we have the possibility to
start the contract sooner if we find a good candidate or even later to accomodate some specific
situations. 

Assignment
See next section

Main activities
PhD subject

Numerical simulations are today commonly used for modeling complexe phenomena or systems in
different fields such as physics, chemistry, biology or industrial engineering. Some of these numerical
simulations require supercomputers to run high-resolution models. In general, a numerical simulation
needs a set of input parameters in order to produce the simulation outputs. The input parameters and
the often complex internal model produce outputs that can be very large. Analyzing these outputs,
tuning the input parameters, or adjusting the internal simulation state based on observation data
provided by scientific instruments is still very challenging. Deep learning is emerging as a potentially
disruptive approach to address some of these issues. The goal of this PhD is to investigate such
approaches in the specific context of on-line learning from ensemble runs.

Very large scale supercomputers have the capacity to support the execution of many instances of these
numerical simulations, usually called an ensemble run. Having a large sample of executions is classically
used for statistical evaluation of the simulation quality, called a sensitivity analysis. But ensemble runs
can also be used to support learning processes.
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But storing the results of a large ensemble runs is becoming a strong bottleneck on supercomputers,
requiring to look for on-line, also called in transit, data processing solutions. EDF and INRIA developed an
original solution for computing on-line statistics for sensibility analysis from ensemble runs. The
framework, called Melissa, is elastic and fault tolerant leading to a very efficient use of supercomputers.
Because the data are processed on-line Melissa can compute ubiquitous statistics, i.e. for all spatio-
temporal points explored by the simulations, from very large ensemble runs. So far the largest Melissa
ensemble runs handled 80 000 simulations, processed on-line 278 TB of data, using up to 27000
compute cores.

The objective of this PhD thesis is to extend this approach to on-line deep learning from simulations.
Deep Neural Networks (DNN) are inherently on-line data processing machines that easily fit into the
Melissa framework. The base ideas is to run many simulations producing data that are used on-line to
train a DNN (with the proper parallelization solutions to process the incoming flow of data). We will focus
on fast simulations, i.e. compute a NN based substitute of a classical large scale numerical model. A fast
simulation, also called meta model, is an approximation of the simulation that is fast to compute.
Classical approaches for computing meta-models rely on Kriging or Polynomial Chaos Expansions. But
DNN could be used to learn a model of a simulation simply by training it to reproduce the outputs from a
set of time indexed input parameters. We started to explore this approach. Melissa has been adapted to
implement a DNN with TensorFlow into the Melissa server. The simulations executed provide the data to
train the network on-line, without the performance bottleneck caused by intermediate storage. We
worked with fluid simulations and managed to have a NN learn simple fluids flows with very high
precision. This is a very promising research direction that will be the starting point for this PhD. Mixing
conventional numerical simulation and deep learning is a recent but trendy topic. Have a look to the 2019
Deep Fluids paper that investigates a related approach but with off-line learning and targeting computer
graphics precisions. At CERN somehow similar approaches are considered using 3DGAN neural
architectures as an alternative to compute intensive Monte Carlo Simulations. A second likely scenario
that we are likely to investigate in a second phase is dimension reduction. Outputs from numerical
simulation are huge and difficult to analyse. Dimension reduction is a classical approach to try to keep
the most relevant data only. Auto-encoding deep neural networks are a promising approach for efficient
data reduction. The network is trained to reproduce the inputs, but one intermediate layer is limited to a
few neurons forcing the network to reduce the data flowing through the network accordingly but
without loosing the information necessary to reproduce the presented input at the output. Training such
network requires sufficient data that can be provided through ensemble runs. CosmoFlow is one
example of dimension reduction applied to a large scale cosmology simulation, but trained off-line.

The main common challenges that we will address during this PhD to support these scenarios include:

DNN architecture design, trying to propose generalized solutions. In particular Eulerian numerical
simulations are based on a mesh to discretize the space in cells. This discretization if often irregular
(cells of shapes) and the cell number very large (millions is common). Traditional NN approaches
like convolution networks are designed for regular structures like images, and thus cannot be
applied directly here. We will need to develop specific novel adapted approaches.
Parallel learning strategies that scale. Data parallelism, based on the DNN replication has recently
shown that it can scale. As an example, ResNet-50 training evolved from 29 hours on 8 GPUS in
2016 to 224 seconds on 2176 GPUs in 2018. Model parallelism that consists in splitting the NN
across different compute nodes is still a challenge but is required when a single DNN is too large to
fit in one node. This will likely be a point to be investigated as we target simulations with millions
of cells.
On-line learning differ from the traditional epoch based learning. This requires specific solutions,
like replay memories, to avoid induced biases. But replay memories require storage that is not
always available, calling for alternative approaches.
Running a very high number of large simulations is not always feasible. Could we develop
parsimonious strategies that require less simulation runs (acting on the sampling strategy for
instance or using some GAN like strategies).

This PhD thesis will address these different scenarios within a close collaboration between EDF Lab and
INRIA. This PhD thesis is based on a CIFRE contract supported by EDF Lab. The PhD candidate will spend
about 2/3 of his time at EDF Lab Saclay and 1/3 at NRIA Grenoble (a full year at INRIA Grenoble and 2 at
EDF Lab Saclay, or regular long stays at INRIA Grenoble). We will target high impact international
publications at journals and conferences. For experiments we will have access to two EDF
supercomputers that rank amongst the 500 most powerful in the world with respectively 41000 and
29000 cores and multiple GPUs (top500.org) as well as the Jean Zay national supercomputer equipped
with 1000 GPUs.

To apply submit you CV, references, recent marks, and if available your Master Thesis manuscript.

 References :

Melissa. https://hal.inria.fr/hal-01607479v1 and https://melissa-sa.github.io/
Distributed Training of Generative Adversarial Networks for Fast Detector Simulation on Intel®
Xeon® HPC Cluster: http://www.nersc.gov/assets/Uploads/BDC-04-Deep-Learning-Fast-Simulation-
Big-Data-Summit-NERSC-18July2018-Final.pdf
Deep Fluids: A Generative Network for Parameterized Fluid Simulations. Eurographics 2019.
https://arxiv.org/abs/1806.02071
CosmoFlow: Using Deep Learning to Learn the Universe at Scale https://arxiv.org/abs/1808.04728
CERN: Efficient Probabilistic Inference in the Quest for Physics Beyond the Standard Model.
https://arxiv.org/abs/1807.07706
Deep learning and the Schrödinger equation: https://arxiv.org/abs/1702.01361
Towards Efficient Large-Scale Graph Neural Network Computing https://arxiv.org/abs/1810.08403
Lat-Net: Compressing Lattice Boltzmann Flow Simulations using Deep Neural Networks
https://arxiv.org/abs/1705.09036

https://hal.inria.fr/hal-01607479v1
https://melissa-sa.github.io/
http://www.nersc.gov/assets/Uploads/BDC-04-Deep-Learning-Fast-Simulation-Big-Data-Summit-NERSC-18July2018-Final.pdf
https://arxiv.org/abs/1806.02071
https://arxiv.org/abs/1808.04728
https://arxiv.org/abs/1807.07706
https://arxiv.org/abs/1702.01361
https://arxiv.org/abs/1810.08403
https://arxiv.org/abs/1705.09036


End-to-End Differentiable Physics for Learning and Control
https://pdfs.semanticscholar.org/0933/f3dd33cf907e07aa938ce9465fb0d4250394.pdf
TF-replicator: https://deepmind.com/blog/tf-replicator-distributed-machine-learning/
TensorFlow: https://www.tensorflow.org/

 

Skills
This PhD work is at the crossroad between Large Scale Numerical Simulation and Deep Learing. We
expect candidates to have some good knowledge for at leat one  of these domains and the motivation to
quickly acquire the missing complementary skills.  This research work will involve  theoretical
developments with  validation expriments on supercomputers. Candidates should have the quality
required to pursue a successfull research work:  technical skills, autonomy, scientific creativity, writting
abilities (english), good oral communication skills (english and possibly french),  and taste for teamwork. 
     

 

 

 

 

General Information
Theme/Domain : Distributed and High Performance Computing 
Scientific computing (BAP E)
Town/city : Saclay & Grenoble
Inria Center : Centre Inria de l'Université Grenoble Alpes
Starting date : 2020-09-01
Duration of contract : 3 years
Deadline to apply : 2020-05-31

Contacts
Inria Team : DATAMOVE
PhD Supervisor : 
Raffin Bruno / bruno.raffin@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and technology. It employs
2,600 people. Its 200 agile project teams, generally run jointly with academic partners, include more
than 3,500 scientists and engineers working to meet the challenges of digital technology, often at the
interface with other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and development of scientific and
entrepreneurial projects that have a worldwide impact.

Warning : you must enter your e-mail address in order to save your application to Inria. Applications
must be submitted online on the Inria website. Processing of applications sent from other channels is
not guaranteed.

Instruction to apply
Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating
to the protection of national scientific and technical potential (PPST).Authorisation to enter an area is
granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree
of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated
in a ZRR would result in the cancellation of the appointment.

Recruitment Policy : 
As part of its diversity policy, all Inria positions are accessible to people with disabilities.
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