
Offer #2024-08384

NLP Engineer : development of an embodied
conversational agent
Contract type : Fixed-term contract

Level of qualifications required : Graduate degree or equivalent

Fonction : Temporary scientific engineer

Context
This position is part of the "Son-of-Sara" project (continuation of the "Sara" project from Articulab,
member of the ALMAnaCH project-group at Inria Paris - see here for more details:
<https://articulab.hcii.cs.cmu.edu/projects/sara/>), which aims to develop a new kind of LLM-based
embodied conversational agent (embodied chatbot), comprising Natural Language Processing (NLP)
modules that understand and create language, and a Unity virtual agent module that adds nonverbal
behaviors of the face and body to the language, leading to an embodied chatbot capable of interacting in
a natural way with a human user. In the context of our project, this means using machine learning
models to process, analyze and generate multimodal information (text, audio and video body behaviors)
in real time that is then realized by the human body animation. The system will be equipped with a
microphone and a camera used to perceive the user (voice, gestures, facial expressions, etc.), it will
process and analyze these data to extract precise information, and then generate a vocally, verbally and
visually adapted response via its agent (voice, gestures, facial expressions, etc.).

Assignment
Within this project, the engineer will focus on the development of the agent's Turn-taking capacities : A
fundamental component of a dialogue system is the ability to speak, and to let the interlocutor speak, at
the right moments. This ability is called turn-taking. Indeed, the realistic nature of dialogue depends on
the fluidity of turn transitions between interlocutors, and therefore on the system's turn-taking
performance. The engineer's mission is to integrate a turn-taking module into the current system, based
on a predictive deep learning model which, from textual or audio data, predicts when will the user end
his turn and stop speaking (and therefore, when the agent can start speaking).

Main activities
Bibliographic research on the state of the art.
Development of the module.
Integration of the module in the current system (with the help of Marius).

Skills
Python, deep learning and NLP libraries (Hugging Face, Transformers, scikit-learn, etc).
Experience with training and evaluating deep learning and NLP models.
Experience with the dialogue domain (oral interactions, audio data).
Language : Fluent English speakers with a French level of at least B1, or fluent French speakers with
an English level of at least B1 are both invited to apply

(This list of skills is provided as a guide only. We encourage you to apply, even if you have only most of
them).

Benefits package
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking and flexible organization of working hours
Professional equipment available (videoconferencing, loan of computer equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

General Information

file:///public/classic/fr/offres/2022-05154/topdf
https://articulab.hcii.cs.cmu.edu/projects/sara/


Theme/Domain : Language, Speech and Audio
Town/city : Paris
Inria Center : Centre Inria de Paris
Starting date : 2025-05-01
Duration of contract : 6 months
Deadline to apply : 2024-12-19

Contacts
Inria Team : ALMANACH
Recruiter : 
Le Chapelier Marius / marius.le-chapelier@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and technology. It employs
2,600 people. Its 200 agile project teams, generally run jointly with academic partners, include more
than 3,500 scientists and engineers working to meet the challenges of digital technology, often at the
interface with other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and development of scientific and
entrepreneurial projects that have a worldwide impact.

Warning : you must enter your e-mail address in order to save your application to Inria. Applications
must be submitted online on the Inria website. Processing of applications sent from other channels is
not guaranteed.

Instruction to apply
Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating
to the protection of national scientific and technical potential (PPST).Authorisation to enter an area is
granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree
of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated
in a ZRR would result in the cancellation of the appointment.

Recruitment Policy : 
As part of its diversity policy, all Inria positions are accessible to people with disabilities.

http://www.inria.fr/centre/paris
https://www.inria.fr/equipes/ALMANACH
mailto:marius.le-chapelier@inria.fr
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