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Context

la thèse se déroulera dans le cadre de PR[AI]RIE-PSAI et sera co-encadrée par
Marc LELARGE et Guillaume BAUDART.

Non-discrimination, ouverture et transparence. L’ensemble des partenaires de
PR[AI]RIE-PSAI s’engagent à soutenir et promouvoir l’égalité, la diversité et
l’inclusion au sein de ses communautés. Nous encourageons les candidatures issues
de profils variés, que nous veillerons à sélectionner via un processus de recrutement
ouvert et transparent

Assignment

Large language models (LLMs) have demonstrated remarkable capabilities in
generating coherent and contextually relevant text across a wide range of domains,
including open-ended dialogue, code synthesis, and formal reasoning. However,
steering these models to produce outputs that align with human-defined goals,
domain constraints, and task-specific requirements remains a persistent challenge.
This PhD project seeks to investigate and compare several complementary
approaches to controllable text generation, focusing on three primary families of
techniques: Supervised Fine-Tuning (SFT), Reinforcement Learning (RL), and
Controlled Decoding.
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In addition to these established methods, the project will explore an increasingly
recognized yet underexplored dimension of model optimization: inference-time
compute scaling. Recent studies suggest that dedicating more computational
resources or adopting more sophisticated generation algorithms at inference time —
including token-level selection, meta-generation, and efficient reranking — can
significantly improve output quality without altering the base model parameters.

The proposed research will combine theoretical analysis and experimental
evaluation to map the trade-offs between alignment accuracy, computational
efficiency, and generalization capabilities across different strategies. Special
attention will be given to structured, rule-based tasks such as code generation and
formal theorem proving, where control, correctness, and logical consistency are
especially critical. The expected outcomes include reproducible benchmarks, new
hybrid alignment methods, and the development of inference-time optimization
techniques that can improve the quality and reliability of LLM outputs across
diverse applications.

Main activities

The overarching goal of this PhD project is to deepen the scientific understanding of
controllable text generation by systematically evaluating and enhancing model
alignment techniques for large language models (LLMs). This research will focus
on three principal alignment families — Supervised Fine-Tuning (SFT),
Reinforcement Learning (RL), and Controlled Decoding — and will extend this
analysis to include inference-time scaling strategies, which have shown increasing
promise in recent research. The project will particularly emphasize structured and
rule-governed domains such as code generation and formal theorem proving.

1. Comparative Study of Alignment Techniques

Supervised Fine-Tuning (SFT): Investigate SFT as a baseline alignment strategy,
where labeled datasets are used to condition the model toward desired behaviors.
This approach will be analyzed for its ability to enforce task-specific accuracy and
domain adherence.

Reinforcement Learning (RL): Explore reinforcement learning techniques,
including KL-regularized RL and Reinforcement Learning with Human Feedback
(RLHF), as methods for fine-tuning LLMs in settings where explicit labels are
scarce but reward signals can guide alignment toward human-defined objectives.

Controlled Decoding: Study controlled decoding strategies such as prefix scoring,
blockwise decoding, and token-level filtering to steer output at inference time
without modifying the model’s underlying weights. This line of inquiry focuses on
low-overhead control and real-time adaptability.

2. Incorporation of Inference-Time Compute Scaling



This research will also focus on the emerging role of inference-time compute scaling
as a means to improve the quality of model outputs without retraining or modifying
the underlying model parameters. Beyond the well-known benefits of scaling
compute during training, recent work has highlighted that more sophisticated
inference-time strategies — including token-level generation algorithms, meta-
generation techniques that rerank multiple candidate outputs, and efficiency-
oriented decoding frameworks — can significantly enhance alignment and output
diversity. The project will explore how these inference-time approaches contribute
to controllability and how they can be combined with Supervised Fine-Tuning,
Reinforcement Learning, and Controlled Decoding to strike a balance between
computational efficiency and output quality, especially in scenarios where training-
time resources are limited or inference is constrained by real-world application
demands.

We will design and experiment with hybrid pipelines that combine SFT, RL,
Controlled Decoding, and inference-time scaling techniques to create alignment
strategies that balance control, flexibility, and computational cost.

3. Application to Structured Generation Tasks

The effectiveness of the proposed alignment and inference-time scaling strategies
will be evaluated through a combination of domain-specific and general-purpose
metrics. For structured generation tasks such as code synthesis and formal theorem
proving, particular attention will be paid to the syntactic and structural correctness
of the outputs, ensuring they conform to the expected formal languages and formats.
Logical and semantic coherence will be assessed to verify that the generated content
is not only grammatically correct but also factually and deductively sound. In the
case of theorem proving, proof verification success rates will be measured using
automated proof checkers to ensure formal validity. Finally, the efficiency of
generation will be systematically analyzed by considering both the computational
cost of each method and the quality of the outputs, highlighting the trade-offs
between resource usage and alignment performance.

4. Expected Contributions

A comprehensive and reproducible comparative analysis of SFT, RL, and
Controlled Decoding in structured text generation settings.

Development of novel hybrid approaches for combining alignment techniques
effectively.

Open-source tools and benchmarks for assessing controllability in code
generation and formal reasoning.



Potential peer-reviewed publications and dissemination of research findings at
leading machine learning and natural language processing venues.
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Skills

Skills and Tools

Programming: Python, PyTorch
Machine Learning: NLP, Transformer-based models, Reinforcement
Learning
Formal verification: Rocq, Lean.
Data Processing: Hugging Face Transformers

 



Benefits package

Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory
reduction in working hours) + possibility of exceptional leave (sick children,
moving home, etc.)
Possibility of teleworking
Flexible organization of working hours
Professional equipment available (videoconferencing, loan of computer
equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

General Information

Theme/Domain : Optimization, machine learning and statistical methods
Statistics (Big data) (BAP E)
Town/city : Paris
Inria Center :  Centre Inria de Paris  
Starting date : 2025-09-01
Duration of contract : 3 years
Deadline to apply : 2025-05-23

Contacts

Inria Team :  ARGO  
PhD Supervisor :
Lelarge Marc / Marc.Lelarge@inria.fr

About Inria

Inria is the French national research institute dedicated to digital science and
technology. It employs 2,600 people. Its 200 agile project teams, generally run
jointly with academic partners, include more than 3,500 scientists and engineers
working to meet the challenges of digital technology, often at the interface with
other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and
development of scientific and entrepreneurial projects that have a worldwide impact.

Warning : you must enter your e-mail address in order to save your application to
Inria. Applications must be submitted online on the Inria website. Processing of

http://www.inria.fr/centre/paris
https://www.inria.fr/equipes/ARGO
mailto:Marc.Lelarge@inria.fr


applications sent from other channels is not guaranteed.

Instruction to apply

Required documents :
- a resume;
- a one-page cover letter describing the applicant's ambitions for the subject
described and the relevance of the application to the subject description;
- copies of most recent diplomas.

Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree
No. 2011-1425 relating to the protection of national scientific and technical
potential (PPST).Authorisation to enter an area is granted by the director of the unit,
following a favourable Ministerial decision, as defined in the decree of 3 July 2012
relating to the PPST. An unfavourable Ministerial decision in respect of a position
situated in a ZRR would result in the cancellation of the appointment.

Recruitment Policy :
As part of its diversity policy, all Inria positions are accessible to people with
disabilities.


