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PhD Position F/M Private and Fair
Machine Learning

Contract type :  Fixed-term contract

Renewable contract :  Yes

Level of qualifications required :  Graduate degree or equivalent

Fonction :  PhD Position

About the research centre or Inria department

The Centre Inria de l’Université de Grenoble groups together almost 600 people in
24 research teams and 9 research support departments.

Staff is present on three campuses in Grenoble, in close collaboration with other
research and higher education institutions (Université Grenoble Alpes, CNRS,
CEA, INRAE, …), but also with key economic players in the area.

The Centre Inria de l’Université Grenoble Alpes is active in the fields of high-
performance computing, verification and embedded systems, modeling of the
environment at multiple levels, and data science and artificial intelligence. The
center is a top-level scientific institute with an extensive network of international
collaborations in Europe and the rest of the world.

Context

Context. This PhD thesis is part of the ANR JCJC project AI-PULSE (Aligning
Privacy, Utility, and Fairness for Responsible AI), coordinated by Héber H.
Arcolezi. AI-PULSE, which started in March 2025, aims to design machine
learning models that are both differentially private and fairness-aware.

The thesis will be conducted under a co-tutelle agreement between Inria Grenoble
(France) and ÉTS Montreal (Canada), leveraging the complementary strengths of
both institutions.

The envisioned plan is for the recruited PhD student to spend approximately two
years at Inria Grenoble (Privatics team), followed by two years at ÉTS Montreal.
This structure will provide a rich and balanced international training environment,
enabling the student to benefit from diverse expertise, ecosystems, and research
cultures.
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The thesis will be co-supervised by:

Héber H. Arcolezi, Researcher at Inria and in-coming Assistant Professor at
ÉTS Montreal (February 2026).
Claude Castelluccia, Researcher at Inria Grenoble and CNIL Commissioner.
Ulrich Aïvodji, Assistant Professor at ÉTS Montreal.

The PhD project will contribute to the core objectives of AI-PULSE, with a
particular focus on advancing methodologies that jointly address privacy and
fairness in machine learning under local differential privacy. The student will also
benefit from the broader international collaborations and mobility opportunities
enabled by the co-tutelle agreement, further strengthening the international
dimension of their training and research.

Assignment

Assignment. Modern Machine Learning (ML) systems increasingly drive
automated decision-making across sectors like healthcare, finance, and public
policy. While these systems can offer remarkable benefits, they also raise critical
concerns regarding individual privacy and algorithmic fairness.

Differential Privacy (DP) [1] has emerged as a gold-standard privacy notion for
balancing the privacy-utility trade-off in data analytics. However, the central
(server-side) approach to DP requires trust in a third party holding the raw data.
Hence, there is growing interest in Local Differential Privacy (LDP) [2], which
performs data obfuscation directly at the user’s side, removing the need to trust a
central server with unprotected personal information.

Meanwhile, fairness in ML [3] typically involves mitigating disparate impact
among subgroups defined by sensitive attributes (e.g., race, gender). Yet, fairness
interventions often require exactly the sort of sensitive information that privacy
mechanisms try to hide. In addition, privacy and fairness can inadvertently impact
each other, bringing new privacy-fairness-utility trade-offs.

Specifically, the interplay between privacy and fairness is both crucial and
nuanced:
- Satisfying DP can unintentionally worsen fairness if certain subpopulations are
more sensitive to noise [4].
- Enforcing fairness can unintentionally worsen privacy [5].

Therefore, the aim of this PhD thesis is to design, analyze, and implement
differential privacy mechanisms that foster equitable ML outcomes while
preserving model performance (utility). A key objective will then be to design a
comprehensive open-source Python framework, offering ready-to-use building
blocks for private and fair machine learning.

 

Research Objective. The goal of this PhD thesis is to advance the state of the art
at the intersection of privacy and fairness by designing new representation learning
techniques under LDP that enable fair and effective ML models. In particular, we
aim to develop new locally private representations that preserve the utility of the
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data for downstream tasks while facilitating fair learning, even when sensitive
attributes are obfuscated or partially unavailable.

The thesis will focus on:

Designing new LDP-based data representations or embeddings optimized
for fairness-aware ML.
Theoretically analyzing the privacy-fairness-utility trade-offs of these
representations.
Experimentally validating the proposed methods on benchmark datasets.

The expected outcomes of this thesis will contribute both to the core objectives of
AI-PULSE and to the broader responsible AI community by offering practical
tools and theoretical insights for privacy-preserving and fair ML in decentralized
settings.
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Main activities

Main activities:

Carry out the PhD research project on Differentially Private and Fairness-
Aware Machine Learning.
Collaborate with other team members and with project partners (e.g.,
UQAM, Federal University of Ceará, Inria, ÉTS Montréal).
Disseminate research results through publications and presentations at
international conferences.

Skills

We are looking for a candidate with:

Good programming skills in Python and good analytical skills.
A good background in probability/statistics and deep learning is expected.



Knowledge of differential privacy and/or fairness is a plus, but not
necessary.
The candidate should be fluent in English.

Benefits package

Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory
reduction in working hours) + possibility of exceptional leave (sick children,
moving home, etc.)
Possibility of teleworking (after 6 months of employment) and flexible
organization of working hours
Professional equipment available (videoconferencing, loan of computer
equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

Remuneration

2200 euros gross salary /month
 
 

General Information

Theme/Domain : Security and Confidentiality
Statistics (Big data) (BAP E)
Town/city : Montbonnot
Inria Center :  Centre Inria de l'Université Grenoble Alpes  
Starting date : 2025-10-01
Duration of contract : 2 years
Deadline to apply : 2025-07-26

Contacts

Inria Team :  PRIVATICS  
PhD Supervisor :
Hwang Arcolezi Heber / heber.hwang-arcolezi@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and
technology. It employs 2,600 people. Its 200 agile project teams, generally run
jointly with academic partners, include more than 3,500 scientists and engineers
working to meet the challenges of digital technology, often at the interface with
other disciplines. The Institute also employs numerous talents in over forty
different professions. 900 research support staff contribute to the preparation and
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development of scientific and entrepreneurial projects that have a worldwide
impact.

Warning : you must enter your e-mail address in order to save your application to
Inria. Applications must be submitted online on the Inria website. Processing of
applications sent from other channels is not guaranteed.

Instruction to apply

Applications must be submitted online via the Inria website. Processing of
applications submitted via other channels is not guaranteed.

Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree
No. 2011-1425 relating to the protection of national scientific and technical
potential (PPST).Authorisation to enter an area is granted by the director of the unit,
following a favourable Ministerial decision, as defined in the decree of 3 July 2012
relating to the PPST. An unfavourable Ministerial decision in respect of a position
situated in a ZRR would result in the cancellation of the appointment.

Recruitment Policy :
As part of its diversity policy, all Inria positions are accessible to people with
disabilities.


