decoding for robust ASR, in GMM-derived uncertainty features for noise robust ASR, [Nathwani et al., 2013].

representations of words and phrases and their compositionality, [Mikolov et al., 2013b] Mikolov, T., Sutskever, I., Chen, T. Corrado, G.S., and Dean, J. Distributed representations in vector space, [Mikolov et al., 2013a] Mikolov, T. Chen, K., Corrado, G., and Dean, J. Efficient estimation of word appearance of words (context of a word) can be used to describe the underlying semantics. The most used method to learn these representations is to predict a word using the context in which this word appears [Mikolov et al., 2013b], Pennington et al., 2014, and this can be realized with neural networks. These representations have proved effective for a series of natural language processing Baroni et al., 2014]. In particular, Mikolov's Skip-gram and CBOW models et al. [Mikolov et al., 2013b, Pennington et al., 2014] have become very popular because of their ability to process large amounts of unstructured text data with reduced computing costs. Efficiency and the semantic properties of these representations motivate us to explore these semantic representations for our task of recognition in noisy conditions.

Societé et atouts du poste

MULTISPEECH is a joint research team between the Université of Lorraine, Inria, and CNRS. Its research focuses on speech processing, with particular emphasis to multisource (source separation, robust speech recognition), multilingual (computer assisted language learning), and multimodal aspects (audiovisual synthesis).

Mission confiée

The goal of this PhD Thesis will be devoted to the innovative study of the taking into account of semantics through predictive representations that capture the semantic features of words and their context. Research will be conducted on the combination of semantic information with information from denoising to improve speech recognition.

Principalités activités

Context and objectives

Under noisy conditions, audio acquisition is one of the toughest challenges to have a successful automatic speech recognition (ASR). One possible approach relies on the ability to attenuate ambient noise in the signal and to take it into account in the acoustic model used by the ASR. Our DNN (Deep Neural Network) denoising system and our approach to exploiting uncertainties have shown their combined effectiveness against noisy speech. To go further and to improve the performance of the automatic speech recognition in noisy conditions, we propose to use semantic or thematic information. The addition of semantic information will remove ambiguities due to the background noise.

Semantic and thematic spaces are vector spaces used for representation number of words, sentences or textual documents. The corresponding models and methods have a long history in the field of computational linguistics and natural language processing [Turney and Pantel, 2010]. Almost all models rely on the hypothesis of statistical semantics which states that: Statistical patterns of appearance of words (context of a word) can be used to describe the underlying semantics. The most common method to learn these representations is to predict a word using the context in which this word appears [Mikolov et al., 2013b], Pennington et al., 2014, and this can be realized with neural networks. These representations have proved effective for a series of natural language processing [Baroni et al., 2014]. In particular, Mikolov’s Skip-gram and CBOW models et al. [Mikolov et al., 2013b], Mikolov et al., 2013a have become very popular because of their ability to process large amounts of unstructured text data with reduced computing costs. Efficiency and the semantic properties of these representations motivate us to explore these semantic representations for our task of recognition in noisy conditions.

Main activities

The goal of this PhD Thesis will be devoted to the innovative study of the taking into account of semantics through predictive representations that capture the semantic features of words and their context. Research will be conducted on the combination of semantic information with information from denoising to improve speech recognition.

The ASR stage will be supplemented by a semantic analysis to detect the words of the processed sentence that could have been misrecognized and to offer similar (at the acoustic level) words that better fit the context. Predictive representations using continuous vectors have been shown to capture the semantic characteristics of words and their context, and to overcome representations based on counting words. Semantic analysis will be performed by combining predictive representations using continuous vectors and information from denoising. This combination could be done by the rescoring component. All our models will be based on the powerful paradigm of DNN. The performances of the various modules will be evaluated on artificially noisy speech signals and on real noisy data.
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