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The CAIRN team from Inria (the French national Research Institute for digital sciences) has a long history
of working on energy-efficient computing kernels. This project, through its target of energy-efficient DL
training, enriches the set of applications being worked on by the team, while also leveraging on our
experience working with custom numeric fixed-point and floating-point formats. In particular, we have
already demonstrated the potential benefit of small floating-point formats for machine learning
applications [15] and we consider them to also be applicable in complex DL systems as well. To this end,
in the context of an M2 internship that has just started in the team, we are working on
integrating ctfloat, the custom low precision floating-point library for high-level synthesis we have
developed, to the N2D2 DL framework developed by CEA LIST, with the goal of constructing energy
efficient inference kernels. As part of this PhD thesis proposal, the goal is to pursue and expand this
work further for the more complicated and expensive training tasks.

https://gitlab.inria.fr/sentieys/ctfloat/

https://github.com/CEA-LIST/N2D2 

Mission confiée
This PhD thesis is funded by the AdequateDL project, sponsored by ANR, the funding agency for research
in France.

 

Principales activités
Deep Learning is one of the most intensively and widely used predictive models in the field of Machine
Learning. Convolutional Neural Networks (CNNs) [2] have shown to achieve state-of-the-art accuracy in
computer vision [1] and have even surpassed the error rate of the human visual cortex. These neural
network techniques have quickly spread beyond computer vision to other domains. For instance, deep
CNNs have revolutionised tasks such as face recognition, object detection, and medical image processing.
Recurrent neural networks (RNNs) achieve state-of-the-art results in speech recognition and natural
language translation [3], while ensembles of neural networks already offer superior predictions in
financial portfolio management, playing complex games [4] and self-driving cars [5].

Despite the benefits that DL brings to the table, there are still important challenges that remain to be
addressed if the computational workloads associated with NNs are to be deployed on embedded edge
devices that require improved energy efficiency. For instance, the amazing performance of AlphaGo [4]
required 4 to 6 weeks of training executed on 2000 CPUs and 250 GPUs for a total of about 600kW of
power consumption (while the human brain of a Go player requires about 20W). Such taxing demands
are pushing both industry and academia to concentrate on designing custom platforms for DL
algorithms that target improved performance and/or energy efficiency.

One general way to increase the performance and efficiency in computing is through reducing the
numerical precision of basic arithmetic operations. In the case of DL systems, there are two main
computational tasks: training and inference. Training requires vast quantities of labeled data that are
used to optimize the network for the task at hand, usually by way of some form of stochastic gradient
descent (SGD) algorithm. Inference, on the other hand, is the actual application of the trained network,
which can be replicated onto millions of devices. Between the two, reducing numerical precision during
inference has received the most attention from the research community over the last years, with some
promising results in certain applications [6,7]. Much less has been done for the training phase, the main
reason being that the effects of low-precision arithmetic on training algorithms are not yet well
understood. This has by no means stopped major players in the hardware space to start devising
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architectures that offer increasing support for low-precision arithmetic. In the particular case of training,
there are already commercial platforms that mix 32-bit high precision floating-point computing with low
precision 16-bit formats for increased performance [8–10].

With this project, we want to conduct a thorough analysis of reduced numerical precision training of DL
systems. A first main task is for the PhD student to build/augment a deep learning platform with custom
precision arithmetic. This will require building customized floating-point operators down to very few bits
of exponent and mantissa which offer a desirable balance between accuracy and energy efficiency.

In parallel, the plan is to investigate how mixed precision support (i.e., hardware support for several
numeric formats with varying costs and accuracies) during successive iterations of the SGD training
algorithm impacts accuracy and performance. There are two concrete architecture scenarios we have in
mind:

A heterogenous host-accelerator model of computation in which a fast accelerator (e.g. FPGA or
ASIC) with support for low-precision arithmetic is connected to a slower general purpose
host device (e.g. CPU, GPU) that can perform high-precision arithmetic by way of an infrequently
used communication channel. The bit centering idea recently presented in [11] offers one example
of this high and low precision combination for SGD-based algorithms in DL contexts.
An accelerator-only solution specialized on low-precision, but which can be used to implement
higher precision operations by way of floating-point expansions [12, Ch. 14]. As the training
algorithm converges, higher accuracy is needed for certain operations, which can be implemented
using expansions. We plan to investigate the various tradeoffs in computation time, operator
complexity and energy efficiency of such an architecture.

We will pursue low-precision training tasks for classical architectures using dense weight matrices, but
also on compressed network architectures based on structured weight matrices such as block-circulant
matrices [13]. These architectures offer the promise of small storage requirements (i.e., linear in the
number of neurons of each layer vs quadratic in classic architectures) and improved performance in
training and inference (i.e., quasi-linear vs quadratic cost in the classic setting), critical elements needed
for a wide adoption of deep learning methods on low-power embedded devices.

With respect to existing works that generally consider predefined numeric formats, our aim is to do a
more in-depth analytical design space exploration by looking at the entire spectrum of low precision
floating-point arithmetic formats and how the working precision can be effectively varied in-between
training iterations.

SGD-based algorithms are derived from first order optimization methods. In the DL world, their
simplicity and practical effectiveness for high dimensional problems have made them ubiquitous.
Nevertheless, at least from a theoretical perspective, second-order methods (e.g. Newton-based
iterations) are very attractive due to their better convergence rates. In practical DL scenarios, second-
order methods have not found much use due to a perceived idea that they do not generalize as well as
SGD. Still, as recent work shows, this is not always necessarily the case [14]. Based on this, it might also
prove worthwhile to explore the use of mixed-precision training for second-order DL methods.

The student will also have the task of validating the developed techniques through a prototype of an
accelerator for CNN training. Synthesis of the specialized architecture on a target hardware platform will
demonstrate the gains in performance and energy of the automatically generated accelerators. This
parallel architecture will include configurable arithmetic operators implementing various precision and
number representations as defined by the proposed exploration methodology. Concretely, the
architecture will be validated in an FPGA accelerator for CNNs. Second, an ASIC prototype will be designed
in a 28nm technology to be able to reach the highest energy efficiency. The team has such experience in
designing custom chips, evaluating performance and power consumption in advanced technology, and
even going down to a silicon prototype (even if hardly reachable in the frame of a PhD thesis).
Comparison with other platforms such as embedded GPUs, and existing FPGA implementation of CNNs
will be performed. However, our objective is not to compete with main players such as Nvidia or Google.
Instead, our main focus is on energy-efficient embedded systems, such as autonomous vehicles, or on
ultra-low-power IoT (Internet of Things) devices.
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Compétences
Computer arithmetic, Machine learning, Hardware acceleration, FPGA

Avantages
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking (after 6 months of employment) and flexible organization of working
hours
Professional equipment available (videoconferencing, loan of computer equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

Informations générales
Thème/Domaine : Architecture, langages et compilation
Ville : Rennes
Centre Inria : Centre Inria de l'Université de Rennes
Date de prise de fonction souhaitée : 2019-09-01
Durée de contrat : 3 ans
Date limite pour postuler : 2019-09-30

Contacts
Équipe Inria : CAIRN
Directeur de thèse : 
Sentieys Olivier / Olivier.Sentieys@irisa.fr

A propos d'Inria
Inria est l’institut national de recherche dédié aux sciences et technologies du numérique. Il emploie
2600 personnes. Ses 215 équipes-projets agiles, en général communes avec des partenaires
académiques, impliquent plus de 3900 scientifiques pour relever les défis du numérique, souvent à
l’interface d’autres disciplines. L’institut fait appel à de nombreux talents dans plus d’une quarantaine de
métiers différents. 900 personnels d’appui à la recherche et à l’innovation contribuent à faire émerger et
grandir des projets scientifiques ou entrepreneuriaux qui impactent le monde. Inria travaille avec de
nombreuses entreprises et a accompagné la création de plus de 200 start-up. L'institut s'efforce ainsi de
répondre aux enjeux de la transformation numérique de la science, de la société et de l'économie.
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Attention: Les candidatures doivent être déposées en ligne sur le site Inria. Le traitement des
candidatures adressées par d'autres canaux n'est pas garanti.

Consignes pour postuler
Sécurité défense : 
Ce poste est susceptible d’être affecté dans une zone à régime restrictif (ZRR), telle que définie dans le
décret n°2011-1425 relatif à la protection du potentiel scientifique et technique de la nation (PPST).
L’autorisation d’accès à une zone est délivrée par le chef d’établissement, après avis ministériel favorable,
tel que défini dans l’arrêté du 03 juillet 2012, relatif à la PPST. Un avis ministériel défavorable pour un
poste affecté dans une ZRR aurait pour conséquence l’annulation du recrutement.

Politique de recrutement : 
Dans le cadre de sa politique diversité, tous les postes Inria sont accessibles aux personnes en situation
de handicap.


	Offre n°2019-01680
	PhD Position F/M Efficient low-precision training for deep learning accelerators
	Contexte et atouts du poste
	Mission confiée
	Principales activités
	Compétences
	Avantages
	Informations générales
	Contacts
	A propos d'Inria
	Consignes pour postuler


