In the field of automatic program optimization, iterative structures, or loops, are important targets, since they represent a significant part of the total execution time. This is the reason why many loop optimizing transformations have been proposed to make them faster. Such transformations are mostly addressing loop parallelization and the improvement of temporal and spatial data localities. They usually apply to a set of nested loops, called a loop nest. Examples of transformations are loop interchange, loop fusion, or loop tiling. The polyhedral model is a mathematical generalization of such loop transformations. It applies to loop nests where each loop has one unique loop index whose lower and upper bounds are either constant values, or affine functions of invariant parameters, or affine functions of surrounding loop indices and invariant parameters. Indices must vary following a constant step at each iteration. Moreover, memory references of instructions inside the loops can only be related to scalar variables or to static array elements referenced by affine functions of the surrounding loop indices and invariant parameters. However, the scope of the polyhedral model has been recently extended to the generation of conditionally optimized code and to runtime speculative parallelization.

In the polyhedral model, iterations of a loop nest are represented geometrically as points whose integer coordinates are the loop indices. Their convex hull is a convex polyhedron called the iteration domain. Its definition may depend on parameters, as it is for the loop bounds. Thus, a loop transformation is actually a geometrical transformation of its iteration domain. Every usual loop transformation can be expressed and applied using the polyhedral model.

However, such transformations are all linear, or quasi-linear. They may all be defined using linear transformation matrices of iteration domains, or using quasi-linear transformation functions that include integer divisions and modulos.

Although it has been showed in many works that (quasi-)linear transformations may be very efficient, they are still limited by their linear aspect. Indeed, we have shown that (1) the collapsing of non-rectangular loops and (2) loop tiling and parallelization with load balancing are very efficient optimizing non-linear transformations based on symbolic roots of multi-variate polynomials.

## Project description

The addressed algebraic optimizing transformations are based on the counting of integer points inside parametric polyhedra. The main underlying mathematical theory is related to Ehrhart polynomials.

Ehrhart polynomials are integer-valued polynomials that express the exact number of integer points contained by a finite polyhedron, i.e., a polytope, which depends linearly on integer parameters. If we consider a d-dimensional polytope depending linearly on parameters p₁, p₂, …, pₘ, then its Ehrhart polynomial is a polynomial of degree d whose variables are p₁, p₂, …, pₘ, and whose coefficients are periodic numbers. However, every coefficient is constant whether every vertex of the polytope has integer coordinates. Ehrhart polynomials can be computed automatically by using software implementations as the one in library barvinok.

Among interesting properties of loop nests, the order, or rank, of an iteration is given by an Ehrhart polynomial: given a tuple of possible values of the loop indices, the rank of the associated iteration is the number of iterations that are executed before
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This number is the number of tuples in the iteration domain which are lexicographically less than the addressed tuple. Thus, a ranking Ehrhart polynomial associates to each tuple characterizing an iteration, a unique integer value between 1, which is the rank of the very first iteration, and the total iteration count of the loop nest. Conversely, one unique tuple of the iteration domain is associated to an integer value in the interval. Thus, a ranking polynomial defines a bijection, and can then be inverted.
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