Skills

- PhD in natural language processing or deep learning, or about to obtain one,
- Theoretical and practical knowledge of Transformer models, comfortable with training models,
- Experience with at least one of the following topics: semi-supervised learning,
data augmentation, information extraction from scientific texts, reinforcement learning,
- Willingness to diversify his/her skills by applying known algorithms to new domains,
- Strong interest in collaborative and multidisciplinary work.

Benefits package
- Subsidized meals
- Partial reimbursement of public transport costs
- Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours) + possibility of exceptional leave (sick children, moving home, etc.)
- Possibility of teleworking and flexible organization of working hours
- Professional equipment available (videoconferencing, loan of computer equipment, etc.)
- Social, cultural and sports events and activities
- Access to vocational training