
Offer #2024-07260

PhD Position F/M [Campagne DOC BMI-NF-GRA-2024]
Joint 3D reconstruction and correspondence
computation of deforming objects from multi-view 2D
videos
Contract type : Fixed-term contract

Level of qualifications required : Graduate degree or equivalent

Fonction : PhD Position

About the research centre or Inria department
The Centre Inria de l’Université de Grenoble groups together almost 600 people in 22 research teams and
7 research support departments.

Staff is present on three campuses in Grenoble, in close collaboration with other research and higher
education institutions (Université Grenoble Alpes, CNRS, CEA, INRAE, …), but also with key economic
players in the area.

The Centre Inria de l’Université Grenoble Alpe is active in the fields of high-performance computing,
verification and embedded systems, modeling of the environment at multiple levels, and data science
and artificial intelligence. The center is a top-level scientific institute with an extensive network of
international collaborations in Europe and the rest of the world.

Context
The proposed research project will be carried out within the Morpheo team, led by Jean-Sebastien
Franco, at Inria Grenoble Rhône-Alpes. The main research focus of this team is the capture and the
analysis of shapes in motion. To this objective, Morpheo has access to the Kinovis platform, a unique
multi-camera system with a large capture volume that allows to model dynamic scenes with high spatial
and temporal resolutions.

This PhD project is part of Morpheo team's long-term research goal to develop tools for the analysis of
3D objects in motion. Such tools are of interest in various applications ranging from virtual telepresence
to entertainment, e.g. motion synthesis for virtual changerooms or content generation. In this project,
we are more particularly interested in jointly reconstructing the 3D geometry of a deforming object and
finding corresponding points over time, based on information learned from example sequences.

The Inria Grenoble offers high-standard research facilities and is located within the very dynamic region
of Grenoble. Grenoble is a city that hosts many international students and researchers. The city is located
in the French Alps, and offers easy access to great outdoors activities such as hiking and skiing. Paris can
be reached by train in three hours.

Assignment
Description of the research project:

Reconstructing 3D dynamically deforming objects from synchronized 2D video input is a well researched
problem in computer vision and graphics with applications ranging from virtual telepresence, such as
virtual change rooms, to entertainment, where realistic content generation is important. Existing
reconstruction approaches allow for highly detailed geometric 3D reconstructions computed
independently at each time instant, such as [1,2,3]. While these results are impressive, no information on
the dynamic evolution of the 3D surface is encoded in the resulting reconstruction.

Another well-studied problem in computer vision is to compute meaningful correspondence
information between deforming surfaces. This information is crucial when the goal is to analyze or
modify a dynamically deforming shape coherently over time, for instance when changing its appearance.
Existing works often operate on 3D surfaces after the reconstruction phase, such as [4,5].

The reconstruction and correspondence problems are interdependent. On the one hand, having faithful
3D reconstructions facilitates the task of correspondence methods, as robustness to different types of
noise is challenging to obtain. On the other hand, when correspondence information is known, it can be
used to improve 3D reconstructions, for instance by transferring surface parts occluded in the input
videos of a frame from its previous time frame. Hence, there have been efforts to extend neural radiance
fields [1], suitable for static reconstruction, to dynamically deforming surfaces, e.g. [6,7].
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In this Ph.D. offer, we aim to study 3D reconstruction and correspondence jointly. The goal is to model
the 3D surface as object that undergoes deformations that can be characterized by a deformation model,
similar to the idea presented in [4], as this hypothesis helps to regularize the ill-posed problem. This
allows for the 3D reconstruction to benefit from the correspondence information and vice versa.

[1] Ben Mildenhall, Pratul P. Srinivasan, Matthew Tancik, Jonathan T. Barron, Ravi Ramamoorthi, Ren Ng.
Representing Scenes as Neural Radiance Fields for View Synthesis. ECCV, 2020.

[2] Briac Toussaint, Maxime Genisson, Jean-Sébastien Franco. Fast Gradient Descent for Surface Capture
Via Differentiable Rendering. International Conference on 3DV, 2022 

[3] Shuzhe Wang, Vincent Leroy, Yohann Cabon, Boris Chidlovskii, Jerome Revaud. DUSt3R: Geometric 3D
Vision Made Easy. arXiv 2312.14132, 2023.

[4] Aymen Merrouche, João Regateiro, Stefanie Wuhrer, Edmond Boyer. Deformation-Guided
Unsupervised Non-Rigid Shape Matching. BMVC, 2023.

[5] S Attaiki, M Ovsjanikov. NCP: Neural correspondence prior for effective unsupervised shape matching.
NeurIPS, 2022.

[6] Albert Pumarola, Enric Corona, Gerard Pons-Moll, Francesc Moreno-Noguer. D-NeRF: Neural Radiance
Fields for Dynamic Scenes. CVPR, 2021.

[7] Atsuhiro Noguchi, Xiao Sun, Stephen Lin, Tatsuya Harada. Neural Articulated Radiance Field. ICCV,
2021.

Main activities
Required skills:

- Master degree in Computer Science or Applied Mathematics

- Creative and highly motivated

- Solid programming skills

- Solid mathematical background, especially in geometry, linear algebra, statistics

- Language requirements: fluent spoken and written English

- Prior knowledge in the areas of machine learning, computer vision, computer graphics or
computational geometry is a plus

The project will be supervised by

- Jean-Sébastien Franco (jean.sebastien.franco@inria.fr) and

- Stefanie Wuhrer (stefanie.wuhrer@inria.fr)

Skills
See above.

Benefits package
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking (90 days / year) and flexible organization of working hours (except for
intership)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage under conditions

Remuneration
1st and 2nd year: 2 100 euros gross salary /month
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3rd year: 2 190 euros gross salary / month

General Information
Theme/Domain : Vision, perception and multimedia interpretation 
Statistics (Big data) (BAP E)
Town/city : Montbonnot
Inria Center : Centre Inria de l'Université Grenoble Alpes
Starting date : 2024-10-01
Duration of contract : 3 years
Deadline to apply : 2024-04-30

Contacts
Inria Team : MORPHEO
PhD Supervisor : 
Wuhrer Stefanie / stefanie.wuhrer@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and technology. It employs
2,600 people. Its 200 agile project teams, generally run jointly with academic partners, include more
than 3,500 scientists and engineers working to meet the challenges of digital technology, often at the
interface with other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and development of scientific and
entrepreneurial projects that have a worldwide impact.

The keys to success
See above.

Warning : you must enter your e-mail address in order to save your application to Inria. Applications
must be submitted online on the Inria website. Processing of applications sent from other channels is
not guaranteed.

Instruction to apply
CV, cover letter, Master's grades, a letter of recommendation from the Master's course supervisor (or
equivalent), possibly a letter of recommendation from the master's supervisor.

Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating
to the protection of national scientific and technical potential (PPST).Authorisation to enter an area is
granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree
of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated
in a ZRR would result in the cancellation of the appointment.

Recruitment Policy : 
As part of its diversity policy, all Inria positions are accessible to people with disabilities.

http://www.inria.fr/centre/grenoble
https://www.inria.fr/equipes/MORPHEO
mailto:stefanie.wuhrer@inria.fr
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