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Post-Doctoral Research Visit F/M Privacy-preserving
and Robust Federated Learning
Contract type : Fixed-term contract

Renewable contract : Yes

Level of qualifications required : PhD or equivalent

Fonction : Post-Doctoral Research Visit

About the research centre or Inria department
The Inria centre at Université Côte d'Azur includes 37 research teams and 8 support services. The centre's
staff (about 500 people) is made up of scientists of different nationalities, engineers, technicians and
administrative staff. The teams are mainly located on the university campuses of Sophia Antipolis and
Nice as well as Montpellier, in close collaboration with research and higher education laboratories and
establishments (Université Côte d'Azur, CNRS, INRAE, INSERM ...), but also with the regiona economic
players.

With a presence in the fields of computational neuroscience and biology, data science and modeling,
software engineering and certification, as well as collaborative robotics, the Inria Centre at Université
Côte d'Azur  is a major player in terms of scientific excellence through its results and collaborations at
both European and international levels.

Context
not applicable

Assignment
Context:

Federated Learning (FL) empowers a multitude of devices, including mobile phones and sensors, to
collaboratively train a global machine learning model while retaining their data locally [1,2]. A prominent
example of FL in action is Google's Gboard, which uses a FL-trained model to predict subsequent user
inputs on smartphones [3].

Two primary challenges arise during the training phase of FL [4]:

Data Privacy: How to ensure user data remains confidential? Even though the data is kept locally by the
devices, it has been shown that an honest-but-curious server can still reconstruct data samples [5,6],
sensitive attributes [7,8], and the local model [9] of a targeted device. Moreover, the server can perform
membership inference attacks [10] to identify whether a data sample was used in training or source
inference attacks to determine which device stores a given data sample [11].

Security Against Malicious Participants: How to ensure the learning process is not derailed by harmful
actors? Recent research has demonstrated that, in the absence of protective measures, a malicious
agent can deteriorate model performance by simply flipping the labels [12] and/or the sign of the
gradient [13], and even inject backdoors into the model [14] (backdoors are hidden vulnerabilities that
can be exploited under certain conditions predefined by the attacker, such as specific inputs).

Differentially private algorithms [15] have been proposed to tackle the challenges of protecting user
privacy. These algorithms rely on FL clients clipping the gradients and adding noise to them before
updating the model, ensuring that minor alterations in a user's training dataset will not be discernible to
potential adversaries [16,17,18,19,20]. By leveraging the differentially private mechanisms, [19] shows that
adversaries are unable to deduce the exact local information of vehicles for applications such as Uber.
Furthermore, [20] demonstrates that the quality of data reconstruction attack is significantly reduced
when training a convolutional neural network on the CIFAR-10 dataset.

To enhance system security against adversarial threats, Byzantine resilient mechanisms are
implemented on the server side. These algorithms are designed to identify and mitigate potentially
detrimental actions or inputs from users, ensuring that even if some components act maliciously or
erratically, the overall system remains functional and secure [21,22,23,24]. Experiments [21] reveal that
integrating these Byzantine resilient mechanisms sustains neural network accuracy at 90.7%, even when
10% of the agents maliciously flip the labels on the MNIST dataset. In contrast, without such protection,
the accuracy of the neural network drops significantly to 77.3%.
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Integrating differential privacy with Byzantine resilience presents a notable challenge. Recent research
suggests that when these two security measures are combined in their current forms, the effectiveness
of the resulting algorithm disproportionately depends on the number of parameters (d) in the machine
learning model [25]. In particular, it requires either the batch size to grow proportionally to the square
root of d, or the proportion of the malicious agents in the system to decrease inversely proportional to
the square root of d. For a realistic model such as ResNet-50 (with around 25 million parameters), the
batch size should be larger than 5000, which is clearly impractical. To tackle this problem, novel
Byzantine resilient algorithms have been recently proposed [26,27]. However, these algorithms
encounter significant computational complexity, proportional to d3, at each communication round.
Hence, there is a pressing need for innovative methods that can seamlessly integrate differential
privacy and Byzantine resilience with low computational complexity to train practical neural networks.

 

Objective

In this project, we aim to propose novel FL algorithms to effectively tackle these two mutually linked
challenges.

In particular we want to explore the potentialities of compression in FL training, as these techniques can
highly reduce the model dimension, which may provide a solution for a computation-efficient, private,
and secure FL system.

Compression techniques were initially introduced to alleviate communication costs in distributed
training processes, where only a proportion of model parameters are sent from the device to the server
in each communication round [28,29,30].  The primary objective of compression design is to ensure a
communication-efficient machine learning/FL system, by providing model parameters selection rules at
the device side which optimize the trained model performance under a given communication budget.
[31,32] combined Byzantine resilient methods with compression, to ensure a communication-efficient
secure FL system.  However, in these studies, even though devices transmit compressed models to the
server, Byzantines resilient methods still operate on the full model. Consequently, their solutions still
require high computation load.

In this project, our goal is different: we target a best compression strategy for a computation-efficient
private and secure FL system. More precisely, the goal of this project is to study a compression strategy
that provides the best trade-off among privacy, robustness (against adversarial threats),
computational complexity and model performance. This is still an open question, with no prior research
delving into this specific direction.

There are two main challenges in this project. Firstly, the combination of existing compression
techniques and the Byzantine resilient algorithms (which operate on the compressed version of models),
is not straightforward. Traditional compression techniques may result in heterogeneous selections of
model parameters from each client. Consequently, the aggregator would need to work on the union of
all clients’ selected parameters, which may still form a high-dimensional vector, leading to high
computational costs. Hence, a meticulous design is required to synchronize the selection of the model
parameters among devices, which should also provide analytical guarantees on the model performance.
Secondly, the impact of compression on the trade-off among the privacy, the robustness, and model
utility, is not apparent. Although some experimental studies demonstrate that compression can render
models less vulnerable to attacks [33] and even boosts differential privacy [34], it remains unclear
whether these effects persist in the context of both differential privacy and Byzantine resilience. The
project necessitates theoretical and experimental results to illustrate that the proposed methods yield
low computational cost by compression while still maintaining reasonable guarantees on privacy,
robustness, and model utility. 

 

 This project will be co-supervised with Giovanni Neglia (Inria. France) and Gupta Nirupam (EPFL,
Switzerland).  
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Main activities
Main activities :

Research

 



Skills
The candidate should have a solid mathematical background, good programming skills and previous
experience with PyTorch or TensorFlow. He/She should also be knowledgeable on machine learning,
especially federated learning, and have good analytical skills. We expect the candidate to be fluent in
English. 

 

Benefits package
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking (after 6 months of employment) and flexible organization of working
hours
Professional equipment available (videoconferencing, loan of computer equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

Remuneration
Gross Salary: 2788 € per month

General Information
Theme/Domain : Security and Confidentiality 
System & Networks (BAP E)
Town/city : Sophia Antipolis
Inria Center : Centre Inria d'Université Côte d'Azur
Starting date : 2024-09-01
Duration of contract : 12 months
Deadline to apply : 2024-07-15

Contacts
Inria Team : COATI
Recruiter : 
Xu Chuan / chuan.xu@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and technology. It employs
2,600 people. Its 200 agile project teams, generally run jointly with academic partners, include more
than 3,500 scientists and engineers working to meet the challenges of digital technology, often at the
interface with other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and development of scientific and
entrepreneurial projects that have a worldwide impact.

Warning : you must enter your e-mail address in order to save your application to Inria. Applications
must be submitted online on the Inria website. Processing of applications sent from other channels is
not guaranteed.

Instruction to apply
Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating
to the protection of national scientific and technical potential (PPST).Authorisation to enter an area is
granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree
of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated
in a ZRR would result in the cancellation of the appointment.

Recruitment Policy : 
As part of its diversity policy, all Inria positions are accessible to people with disabilities.

http://www.inria.fr/centre/sophia
https://www.inria.fr/equipes/COATI
mailto:chuan.xu@inria.fr
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