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PhD Position F/M Machine Learning
Trustability : Learning and Verification
of Soft Automata

Contract type :  Fixed-term contract

Level of qualifications required :  Graduate degree or equivalent

Fonction :  PhD Position

About the research centre or Inria department

The Inria Centre at Rennes University is one of Inria's nine centres and has more
than thirty research teams. The Inria Centre is a major and recognized player in the
field of digital sciences. It is at the heart of a rich R&D and innovation ecosystem:
highly innovative PMEs, large industrial groups, competitiveness clusters, research
and higher education players, laboratories of excellence, technological research
institute, etc.

Context

The candidate will be part of the collaborative project SAIF, “Safe AI through
Formal methods,” (https://project.inria.fr/saif/), that involves renowned research
labs in CS : Inria, CEA-List, LIX, LaBRI, LMF.
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Context

Reconstructing a dynamic system from its trajectories is an old topic, addressed by
several communities. This is called system identification in systems theory, equation
discovery in physics, and automata learning in computer science (CS). In CS, one
may wish to recover an automaton from words of its language and possibly from
counter-examples. Classical "exact" algorithms exist to do so, as the celebrated L-
star, but they rely on powerful oracles, i.e. on the possibility to make queries to the
unknown system. Modern machine learning techniques now provide an alternative
approach, through various neural network (NN) architectures. Beyond their
impressive performances, they also enjoy appealing features : 

They are passive methods, relying simply on data-bases of examples (no
queries, no need for powerful oracles, even no need for counter-examples). 
They generalize extremely well and can be used as generators.
Focusing on the architectures behind Large Language Models (LLM), they
manage to capture global features that go beyond classical regularity
(spelling, grammar, syntax) as for example style or even meaning.

Important down sides remain, however : these new models are huge, very different
from the traditional formalisms handled by formal methods, their behavior is poorly
understood... while one would like to assess their safety and reliability for numerous
critical applications.

Objectives

The objective of this PhD is to explore the way various NN-based architectures
manage to approximate formal languages, i.e. learn surrogate automata from their
traces. Beyond well established results on the expressive power of these models, the
focus will be on the capabilities of the pair model + learning algorithm. Several
authors have shown that almost discrete behaviors emerge naturally when NN are
trained by automata traces, despite their definition as continuous state space
systems, whence the name "soft automata." Another objective will be to  assess the
robustness and reliability of such NN-based models as automata approximators, by
means of appropriate formal methods.  

Several research directions are envisioned, that will be adapted to the skills and
wishes of the candidate. We mention some of them below.

 Exploring the approximation abilities of recurrent neural networks (RNN).
RNNs are good approximators of regular languages, but tend to build quasi
discrete approximations resembling local automata or n-gram models. This
property has to be further understood by examining how well RNN learn
more complex languages, and by measuring the distance between the original
language and the one approximated by the RNN. This is both an experimental
and a theoretical direction, as no algorithms yet exist to estimate such
distances.
 Exploring the robustness of the models learnt by RNN, to identify stable
regions of their state space and unstable ones. The effect of extra data,



missing data or poisoned data on such robustness also has to be characterized.
This research track will also aim at learning more robust models, by enforcing
properties of the hidden state space, or by enforcing specific safety properties.
Replacing a true automaton by its RNN surrogate (used as a generative model
for example) raises questions like its reliability. One would like to verify
properties of runs produced by such soft automata, for example safety
properties. Few algorithms yet exist for model checking such models, and
they mostly focus on static feed-forward NN, not recurrent ones.
Exploring the properties of other architectures. While RNN have a vanishing
memory, other structures like GRU or LSTM provide longer term memory,
not to mention Transformers or attention-based architectures. The
approximation abilities of such models have to be better understood, in
particular to characterize the family of languages they best suit. New NN
architectures and learning algorithms will be explored, with the aim to better
capture multiresolution features of a run that best predict the future of this
run. For example to better learn hierarchical automata.
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Counter-Examples,” 1987.
Frits Vaandrager, Bharat Garhewal, Jurriaan Rot, Thorsten Wissmann : “A
New Approach for Active Automata Learning Based on Apartness,” 2022.
Gail Weiss, Yoav Goldberg, Eran Yahav : “On the Practical Computational
Power of Finite Precision RNNs for Language Recognition,” 2018.
Ilya Sutskever, James Martens, Geo?rey Hinton : ”Generating Text with
Recurrent Neural Networks,” ICML 2011
J. Michalenko, A. Shah, A. Verma, R. Baraniuk, S. Chaudhuri, A. Patel :
“Representing Formal Languages : A Comparison Between Finite Automata
and Recurrent Neural Networks,” ICLR 2019.
Zeyuan Allen-Zhu, Yuanzhi Li, ”Physics of Language Models : Part 1,
Learning Hierarchical Language Structures,” 2023, ICML 2024 tutorial.

Benefits package

Subsidized meals
Partial reimbursement of public transport costs
Possibility of teleworking (90 days per year) and flexible organization
of working hours
Partial payment of insurance costs

Remuneration

2 200 euros per month



General Information

Town/city : Rennes
Inria Center :  Centre Inria de l'Université de Rennes  
Starting date : 2025-09-01
Duration of contract : 3 years
Deadline to apply : 2025-05-31

Contacts

Inria Team : AT-REN
PhD Supervisor :
Fabre Eric / eric.fabre@inria.fr

About Inria

Inria is the French national research institute dedicated to digital science and
technology. It employs 2,600 people. Its 200 agile project teams, generally run
jointly with academic partners, include more than 3,500 scientists and engineers
working to meet the challenges of digital technology, often at the interface with
other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and
development of scientific and entrepreneurial projects that have a worldwide impact.

The keys to success

The ideal candidate should have a taste for formal methods and abilities for
experimental work using standard machine learning libraries. Skills in statistics,
data science, or personal projects in machine learning are a plus.

Position open to candidates with an MsC in Computer Science (orientation to formal
aspects of CS preferred), or with an Engineering degree in CS.

 

Warning : you must enter your e-mail address in order to save your application to
Inria. Applications must be submitted online on the Inria website. Processing of
applications sent from other channels is not guaranteed.

Instruction to apply

http://www.inria.fr/centre/rennes
mailto:eric.fabre@inria.fr


Please submit online : your resume, cover letter and letters of recommendation
eventually

Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree
No. 2011-1425 relating to the protection of national scientific and technical
potential (PPST).Authorisation to enter an area is granted by the director of the unit,
following a favourable Ministerial decision, as defined in the decree of 3 July 2012
relating to the PPST. An unfavourable Ministerial decision in respect of a position
situated in a ZRR would result in the cancellation of the appointment.

Recruitment Policy :
As part of its diversity policy, all Inria positions are accessible to people with
disabilities.


