Offre n°2024-07293

PhD Position F/M Neural Implicit Representation and operator learning for multiscale problems in physics

Le descriptif de l'offre ci-dessous est en Anglais

**Type de contrat :** CDD

**Niveau de diplôme exigé :** Bac + 5 ou équivalent

**Fonction :** Doctorant

**Contexte et atouts du poste**

**Location** : The PhD will be hosted at the University of Strasbourg in the city center and founded by the project PDE-IA of the PEPR IA. Since this is a co-supervision with UKAEA Culham the student is expected to go to Culham campus (near Oxford) between 3 and 6 weeks by year.

**PhD director** : Emmanuel Franck (INRIA, Unistra). PhD supervisors: V. Michel Dansac (INRIA, Unistra) and S. Pamela (UKAEA Culham).

**Potential Collaborators** : As part of this project, the student will interact with a number of researchers such as: Laurent Navoret (Unistra), Joubine Aghili (Unistra) and will be immersed in a stimulating ecosystem of researchers and students as part of the large projects: PEPR PDE-IA and Numpex (exascale computing). Existing links with Nvidia and Caltech at UKAEA will also be relevant to the PhD project.

**Mission confiée**

**Principales activités**

In light of the significant successes achieved by deep learning methods in computer-aided vision or language processing, new learning-based methods have emerged for the simulation and resolution of PDEs. We can mention PINN methods which allow solving a PDE by replacing finite-element approximations with neural networks [WSWP23]-[SS22] or neural operators that approximate the inverse operator of the PDE and allow for quickly predicting the solution from the source. For example, in [GPZ+23]-[CZP+24], the authors use a neural operator to predict the dynamics of a plasma in a simplified configuration in a relatively short time. Many realistic applications such as plasma physics require dealing with complicated geometries and multi-scale phenomena over long times. The challenge of this thesis is therefore to try to push these neural network-based approaches to a higher level for multi-scale problems. We would like to investigate approaches that maintain accuracy and stability over long times on general geometries.

A first approach will be to consider the Neural Galerkin method [BPVE24] which maintains an ODE structure in time but approximates the spatial part as well as the parametric dependence of the PDE by a neural network. This method allows using the good properties in high dimensions of networks to reduce the number of degrees of freedom. We propose to couple this approach with recent approaches from PINNs to deal with general geometries. Secondly, we aim to study long-term stability, which is a critical problem by incorporating the structure of the equations [Sun19], using splitting schemes to preserve the structure, or combining the scheme with “stabilization” methods [BP24]. One of the key points will be to determine robust neural network architectures.

The second approach will focus on neural operators. Early results have shown that this is a promising direction. However, long-term stability issues remain significant. We wish to explore several methods to improve long-term approximations [MHSB23]-[LVP+23] and extend them to multi-scale configurations. In addition to these general approaches, we can also study how to incorporate the structure of the physical problem into the architecture of the operators. The obtained approaches will be coupled with methods capable of dealing with general geometries such as [LKC+24]-[BET22] which use parameterized integral kernels in the physical domain.

Purely neural methods will remain limited in precision. For this reason, ultimately, we would like to couple them with more classical numerical approaches to obtain algorithms that are faster than traditional approaches and reliable. This type of coupling has already yielded very encouraging results [FMDN23].

In sum, this topic represents a stimulating opportunity to explore recent advances in the field of deep learning and numerical simulation. We propose a balanced approach that combines traditional methods...
and innovative techniques to solve complex problems in the physical sciences. In particular, we will validate the approaches Fluid and MHD PDE systems with turbulence and convective mixing, with potential applications to engineering and fusion. Students who are interested in the intellectual challenges and practical applications of computational modeling are encouraged to apply.


Avantages

- Subsidized meals
- Partial reimbursement of public transport costs
- Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
- Possibility of exceptional leave (sick children, moving home, etc.)
- Possibility of teleworking (after 6 months of employment) and flexible organization of working hours
- Professional equipment available (videoconferencing, loan of computer equipment, etc.)
- Social, cultural and sports events and activities
- Access to vocational training
- Social security coverage

Rémunération

2100€ gross/month the 1st year

Informations générales

- Thème/Domaine : Sciences de la planète, de l'environnement et de l'énergie
- Ville : strasbourg
- Centre Inria : Centre Inria de l'Université de Lorraine
- Date de prise de fonction souhaitée : 2024-09-01
- Durée de contrat : 3 ans
- Date limite pour postuler : 2024-05-12

Contacts
A propos d'Inria

Inria est l'institut national de recherche dédié aux sciences et technologies du numérique. Il emploie 2600 personnes. Ses 215 équipes-projets agiles, en général communes avec des partenaires académiques, impliquent plus de 3900 scientifiques pour relever les défis du numérique, souvent à l'interface d'autres disciplines. L'institut fait appel à de nombreux talents dans plus d'une quarantaine de métiers différents. 900 personnels d'appui à la recherche et à l'innovation contribuent à faire émerger et grandir des projets scientifiques ou entrepreneuriaux qui impactent le monde. Inria travaille avec de nombreuses entreprises et a accompagné la création de plus de 200 start-up. L'institut s'efforce ainsi de répondre aux enjeux de la transformation numérique de la science, de la société et de l'économie.

L'essentiel pour réussir

We are looking for a student with a master's degree in applied mathematics in PDE and numerical analysis or an Machine learning but with knowledge of PDE and numerical methods.

Good coding experience (preferably in Python) is required.

Good level in english is also recommanded

Attention: Les candidatures doivent être déposées en ligne sur le site Inria. Le traitement des candidatures adressées par d'autres canaux n'est pas garanti.

Consignes pour postuler

Sécurité défense :

Ce poste est susceptible d'être affecté dans une zone à régime restrictif (ZRR), telle que définie dans le décret n°2011-1425 relatif à la protection du potentiel scientifique et technique de la nation (PPST). L'autorisation d'accès à une zone est délivrée par le chef d'établissement, après avis ministériel favorable, tel que défini dans l'arrêté du 03 juillet 2012, relatif à la PPST. Un avis ministériel défavorable pour un poste affecté dans une ZRR aurait pour conséquence l'annulation du recrutement.

Politique de recrutement :

Dans le cadre de sa politique diversité, tous les postes Inria sont accessibles aux personnes en situation de handicap.