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Contexte et atouts du poste
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University and co-supervised by Léo Joubert, assistant professor at Université de Rouen Normandie.

Mission confiée
Large-scale collaborative systems, where a large number of users collaborate to carry out a shared task,
are attracting much attention from industry and academia. CSCW studies [1,2] showed that the
awareness of behavior of other members of the team is an important component to compensate for the
lack of direct communication. By allowing each member to be aware of what other members are doing,
trust can be built in the team [3]. Trust is defined as an individual’s willingness to become vulnerable to
the actions of others with the expectation that others will follow through on their commitments [4].
Trust is more crucial in open-collaborative systems such as Wikipedia in which members usually do not
know each other personally. However, it is difficult for end users to manually assess the level of trust in
each partner, that is the credibility value that a user can attribute to another user based on their past
interactions. This thesis aims to study the problem of trust evaluation and seeks to design a
computational trust model dedicated to collaborative systems.

We are particularly interested in the case of Wikipedia, a collaborative online encyclopedia, because it
provides us with a huge database produced by a large number of contributors.

On the platform, users can submit revisions of articles to improve their content. The objective of
Wikipedia is to ensure the quality and neutrality of the platform's documents.

We already studied how the collaborative interaction of one user affects the trust assessed by the other
users in the trust game [5] and contract-based multi-synchronous collaboration [6]. In the trust game
[7] the interaction consisted of the money transaction between the two users, while in contract-based
multi-synchronous collaboration the computation of trust was based on the adherence to/violation of
contracts shared between two users. In the context of the trust game we also showed (i) that presenting
a trust score to users encourages collaboration between them in a meaningful way, at a similar level to
displaying participants' nicknames; (ii) that users conform to the confidence score in their decision-
making regarding monetary exchange [8]. The results therefore suggest that a trust model can be
deployed in collaborative systems in order to assist users. However, in Wikipedia, users do not interact
directly, but by means of the article to which they contribute. It is difficult to figure out how one user’s
edits might influence another user’s edits. 

Usually, scientific literature considers the quality of a contribution in relation to its lifetime on a page.
The longer the content of the contribution is present, the higher its quality. The problem with this
measure is that it excludes from the quality judgment both the mutual trust that contributors may have
with each other, and the fact that Wikipedia rules justifying the deletion of contributions may apply
differently from one page to another.

To advance towards this issue, we want to calculate a Wikipedia user's trust level in relation to their
past contributions, this trust level being able to predict the quality of this user's future contributions.
The trust metric proposed in [5, 6] to predict the behavior of users in relation to their past interactions
and taking into account fluctuations in user behavior could be applied by considering that interactions
between users are the user contributions to revisions of Wikipedia articles. The main challenge is to
define the quality of a user's contributions. For this we plan to study existing metrics based on the
length of contributions (for example the length of a contribution in terms of the number of characters
added) and the longevity of contributions (edit longevity, for example the duration of persistence of a
contribution in the article).

Our concept relies on the use of a distance (for example the Levenstein distance) between the different
versions of the document. We would like to calculate a measure of longevity based on a semantic
distance by using BERT [9, 11] and SMART [10] models and compare it with existing measures. Wikipedia
provides a dataset containing articles that have been manually assessed for quality by experts [12][13].
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We therefore wish to validate our algorithms for measuring the quality of user contributions on this
data.

In addition to the analysis of the quality of user edits, we plan to analyse user interactions on talk pages
which will provide an additional measure for the trust between users.

One of the gaps that will be filled by this project will be to consider the legitimacy of the Wikipedia rules
when measuring the level of trust contributors place in a peer, in the context of a page. Indeed,
Wikipedia rules are widely used by contributors to settle disagreements on the collaborative writing of a
page [14]. What's more, the legitimacy of the rules influences whether individual trajectories are
deployed [15]. To take this into account when specifying the trust game, we might introduce parameters
linked to the global state of the wiki and of a page.

We also aim to quantify the needed edits to profile a contributor. Whereas common statistical wisdom
may recommend having a lot of contributions to stabilize a profile, some research has already stated that
early edits of contributors can already be meaningful to state their profiles [16,17].
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Principales activités
Study the existing trust metrics in collaborative systems
Study existing works on article’s quality in Wikipedia and rules’ legitimacy
Propose a metric for the quality of user contributions based on the length and longevity of
contributions (using both syntactic and semantic distances)
Adapt the trust metric proposed in [5] for Wikipedia considering that user interactions during
trust game are their contributions for article revisions
Perform measurements using Wikipedia dataset

Compétences
Engineering and/or Master 2 degree in Computer science / Applied mathematics / Cognitive
science

Theoretical expertise: collaborative systems 

Good collaborative and networking skills, excellent written and oral communication in English
Good programming skills
Strong analytical skills

Avantages
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking (after 6 months of employment) and flexible organization of working
hours
Professional equipment available (videoconferencing, loan of computer equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

Rémunération
2100€ gross/month the 1st year

Informations générales
Thème/Domaine : Systèmes distribués et intergiciels 
Système & réseaux (BAP E)
Ville : Villers lès Nancy
Centre Inria : Centre Inria de l'Université de Lorraine
Date de prise de fonction souhaitée : 2024-10-01
Durée de contrat : 3 ans
Date limite pour postuler : 2024-05-26

Contacts
Équipe Inria : COAST
Directeur de thèse : 
Ignat Claudia-lavinia / claudia.ignat@inria.fr

A propos d'Inria
Inria est l’institut national de recherche dédié aux sciences et technologies du numérique. Il emploie
2600 personnes. Ses 215 équipes-projets agiles, en général communes avec des partenaires
académiques, impliquent plus de 3900 scientifiques pour relever les défis du numérique, souvent à
l’interface d’autres disciplines. L’institut fait appel à de nombreux talents dans plus d’une quarantaine de
métiers différents. 900 personnels d’appui à la recherche et à l’innovation contribuent à faire émerger et
grandir des projets scientifiques ou entrepreneuriaux qui impactent le monde. Inria travaille avec de
nombreuses entreprises et a accompagné la création de plus de 200 start-up. L'institut s'efforce ainsi de
répondre aux enjeux de la transformation numérique de la science, de la société et de l'économie.

Attention: Les candidatures doivent être déposées en ligne sur le site Inria. Le traitement des
candidatures adressées par d'autres canaux n'est pas garanti.

Consignes pour postuler

http://dx.doi.org/10.2139/ssrn.1980806
http://www.inria.fr/centre/nancy
https://www.inria.fr/equipes/COAST
mailto:claudia.ignat@inria.fr


Sécurité défense : 
Ce poste est susceptible d’être affecté dans une zone à régime restrictif (ZRR), telle que définie dans le
décret n°2011-1425 relatif à la protection du potentiel scientifique et technique de la nation (PPST).
L’autorisation d’accès à une zone est délivrée par le chef d’établissement, après avis ministériel favorable,
tel que défini dans l’arrêté du 03 juillet 2012, relatif à la PPST. Un avis ministériel défavorable pour un
poste affecté dans une ZRR aurait pour conséquence l’annulation du recrutement.

Politique de recrutement : 
Dans le cadre de sa politique diversité, tous les postes Inria sont accessibles aux personnes en situation
de handicap.
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